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ABSTRACT

Introduction:E landscapes have been transformed by technological advancements, enabling adaptive 
and flexible learning through AI-based and decision-oriented adaptive learning systems. The increasing 
importance of this solutions is underscored by the pivotal role of the learner model, representing the core 
of the teaching-learning dynamic. This model, encompassing qualities, knowledge, abilities, behaviors, 
preferences, and unique distinctions, plays a crucial role in customizing the learning experience. It influences 
decisions related to learning materials, teaching strategies, and presentation styles. 
Objective: This study meets the need for applying AI-driven adaptive learning in education, implementing 
a novel method that uses self-esteem (ES), emotional intelligence (EQ), and demographic data to predict 
student performance and adjust the learning process. 
Methods: Our study involved collecting and processing data, constructing a predictive machine learning 
model, implementing it as an online solution, and conducting an experimental study with 146 high school 
students in computer science and French as foreign language. The aim was to tailor the teaching-learning 
process to the learners’ performance. 
Results: significant correlations were observed between self-esteem, emotional intelligence, demographic 
data, and final grades. The predictive model demonstrated a 90 % accuracy rate. In the experimental group, 
the results indicated higher scores, with an average of 15,78/20 compared to the control group’s 12,53/20 
in computer science. Similarly, in French as a foreign language, the experimental group achieved an average 
of 13,78/20, surpassing the control group’s 10,47/20. 
Conclusion: the achieved results motivate the creation of a multifactorial AI-driven adaptive learning 
platform. Recognizing the necessity for improvement, we aim to refine the predicted performance score 
through the incorporation of a diagnostic evaluation, ensuring an optimal grouping of learners.
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RESUMEN

Introducción: Los paisajes educativos han sido transformados por los avances tecnológicos, permitiendo un 
aprendizaje adaptativo y flexible a través de sistemas de aprendizaje adaptativo basados en IA y orientados a 
la toma de decisiones. La creciente importancia de estas soluciones se ve subrayada por el papel fundamental 
del modelo de alumno, que representa el núcleo de la dinámica de enseñanza-aprendizaje. Este modelo, 
que abarca cualidades, conocimientos, habilidades, comportamientos, preferencias y distinciones únicas, 
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juega un papel crucial en la personalización de la experiencia de aprendizaje. Influye en las decisiones 
relacionadas con los materiales de aprendizaje, las estrategias de enseñanza y los estilos de presentación. 
Objetivo: Este estudio satisface la necesidad de aplicar el aprendizaje adaptativo impulsado por IA en la 
educación, implementando un método novedoso que utiliza la autoestima, la inteligencia emocional y datos 
demográficos para predecir el desempeño de los estudiantes y ajustar el proceso de aprendizaje. 
Métodos: Nuestro estudio implicó la recopilación y el procesamiento de datos, la construcción de un modelo 
predictivo de aprendizaje automático, su implementación como un servicio web y la realización de un 
estudio experimental con 102 estudiantes de secundaria en informática y francés como lengua extranjera. El 
objetivo era adaptar el proceso de enseñanza-aprendizaje al desempeño de los alumnos. 
Resultados: Se observaron correlaciones significativas entre autoestima, inteligencia emocional, datos 
demográficos y calificaciones finales. El modelo predictivo mostró una tasa de precisión del 90 % y el 
experimento reveló que el grupo experimental logró puntuaciones más altas, con un promedio de 16,75/20 
en comparación con el 13/20 del grupo de control. 
Conclusión: Los resultados obtenidos motivan la creación de una plataforma de aprendizaje adaptativo 
multifactorial impulsada por IA. Reconociendo la necesidad de mejorar, nuestro objetivo es refinar el 
puntaje de desempeño previsto mediante la incorporación de una evaluación de diagnóstico, asegurando 
una agrupación óptima de los estudiantes.

Palabras clave: Aprendizaje Adaptativo; Inteligencia Artificial; Aprendizaje Automático; Educación; 
Rendimiento.

INTRODUCTION
The adaptation in computers has been evident since the advent of artificial intelligence (AI), with scalable 

systems providing personalized interactions for individual users.(1) In education, adaptivity involves crafting a 
student model that reflects beliefs, preferences, and needs. This model guides the system in delivering tailored 
learning materials, sequences, feedback, tutoring, and interface, adapting to individual characteristics.(2)

Our study explores the development of AI-based adaptation in education. In essence, adaptive learning 
embodies an educational methodology that individualizes each student's learning experience, encompassing 
various variables such as cognitive, affective, and demographic backgrounds.(3)

In this context, our study aims to tailor the difficulty of educational content to each learner, utilizing 
performance predictions based on their SE, EQ, and demographic data. Performance is a key facet of learner 
characteristics, closely linked to the learning process. Throughout this process, the learner develops knowledge 
across various aspects of learning such as cognitive, emotional and psychomotor domains.(4,5,6) This emphasizes 
how crucial it is to investigate the intricate relationships that exist between SE, EQ, and learner performance. 
By looking at how these components interact, this will highlight the dynamics that affect students' academic 
progress and the learning process overall.

Drawing on current research, multiple studies have investigated the connection between EQ and cognitive 
abilities, as well as the correlation between SE and academic achievement.(7,8,9) For example, according to Ford 
and Tamir, those with high emotional intelligence (EQ) can attain their objective using their social flexibility.
(10) In other context, Schutte and her colleagues make a substantial contribution by emphasizing that those 
with higher EQ perform better while solving cognitive tasks.(11) In a distinct investigation featuring 321 students 
and utilizing the Coopersmith SE Inventory (CSEI), a positive correlation manifested between SE and the 
comprehensive outcomes of the second-semester test.(12)

Furthermore, we stress that the choice of demographic factors is linked to their impact on ES. As asserted 
by Salsali and Silverstone, SE can be influenced by various psychological and demographic factors, including 
age, gender, income, and occupation.(13) In this regard, and to improve the accuracy of predicting learner 
performance, our dataset will include important variables including age, gender, parental financial position, 
parental marital status, and location of residence.

Our research presents a new AI-based adaptive learning approach. First, we built a machine learning model 
capable of predicting learners' current performance by integrating new psychological variables related to the 
learner profile (EQ, SE, and demographic information). The solution is then put into practice in an educational 
setting to proactively identify student gaps and modify instructional content based on each student's performance 
level.

This article encompasses our research methodology, including data collection, data processing, model 
building, and deployment. We delve deeper into the implementation of the experiment and its progress. 
In the “Results” section, we describe the predictive effectiveness of EQ and SE, compare various machine 
learning techniques, and present the students' results as a comparison between the two groups (control and 
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experimental). Our results are analyzed and interpreted in the “Discussion” section, which also considers 
ramifications and offers suggestions for predictive modeling in education. The conclusion highlights the 
limitations of the research and presents future perspectives.

METHODS
This experimental study targeted high school students, specifically those enrolled in the scientific common 

core. The data collection process involved compiling a dataset from 100 students at Oulad Zerrad High School, 
under the regional direction of Kelaa des Sraghna, Marrakech, Morocco. This dataset was utilized for training 
our predictive model. For the experimental phase, 73 students from Moulay Alhassan High school, under the 
prefecture of Aïn Chock Province, Casablanca, Morocco. The students were belonging to the scientific common 
core levels and divided to two groups A and B, maintaining a balanced representation (A=38, B=35).

In the computer science course, group A served as the experimental group, while group B functioned as the 
control group. Conversely, in the French as a foreign language course, the experimental and control groups 
were interchanged. This strategic allocation aims to minimize potential biases and ensure that any observed 
differences in performance between the groups can be attributed to the educational interventions rather than 
inherent disparities in the groups themselves.

Data collection
In the pursuit of primary data, a meticulously designed questionnaire was formulated to align with the 

research prerequisites. The questionnaire encompasses closed-ended queries that systematically address 
pertinent parameters such as gender, age, parental financial and civil standing, as well as the residential status 
of the student (either residing in a boarding school or off-campus). Concurrently, during the dataset collection 
official records from the Oulad zerrad high school administration were methodically utilized to extract the 
conclusive grades of each participating student during the inaugural semester. Subsequently, we used the Bar-
On scale and the Rosenberg scale as two well-respected and trustworthy instruments for measuring EQ and SE, 
respectively. While the Rosenberg scale is a proven tool for measuring levels of SE, the Bar-On scale is renowned 
for its thorough assessment of emotional and social components. In addition, the Bar-On scale, with 35 items, 
rates on a 5-point scale (0 to 175), indicating higher scores for greater EQ.(14) The Rosenberg SE Scale, a 10-item 
Likert scale (10 to 40), inversely links higher values to lower SE.(15)

Data processing
Regarding the data processing phase for our machine learning model, strict protocols were implemented to 

ensure robust analysis. The collected data were subjected to systematic coding, which converted the qualitative 
data into numerical forms (See Table 1). This process is essential for machine learning algorithms because they 
perform best when given numerical inputs.

Table 1. Systematic coding of categorical data

Gender Parental financial situation parental marital situation Residential status

Female 0
Lower class 0 Married 0

Resident 0
Lower-middle class 1 Divorced 1

Male 1

Middle class 2 Adopted 2

Boarder 1Upper-middle class 3
Widow 3

High class 4

After the data was coded, correlation analysis was performed to find patterns among the various variables. 
This included evaluating the statistical relationships between academic achievement, demographic information, 
and SE and emotional EQ.

Using a sample of 100 high school students—40 % male and 60 % female—the Correlation Heatmap presents 
an interesting discovery (See figure 1). The “final grade” and “Rosenberg SE Scale score” have a strongly 
negative correlation value of -0,92, indicating a strong relationship between the two. This shows that higher SE 
is linked to better final grades. To put it simply, “SE” shows up as a potentially significant indicator of student 
success. Furthermore, there is a noticeable but weak association between “Final Grade” and “EQ” (0,47), 
indicating that when EQ levels rise, there is a tendency for final grades to improve.

It is remarkable that academic results were regularly lower than 13/20 for 14 adolescents whose parents 
were divorced; 43 percent of them scored below 10/20, compared to only 9 percent of students whose parents 
were married. This trend indicates that parents’ marital status has a major influence on their children’s 
educational outcomes, particularly in divorced families.
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This phase allowed us to refine the predictive variables of learner performance, focusing on Age, SE, EQ, 
parental financial status, parental marital status and residence.

Figure 1. Correlation matrix heatmap.

Figure 3. Disparity in academic performance based on parental marital status.

Prediction Model Building
After processing, the data was ready to be used by a machine learning algorithm, which paved the way for 

building our performance prediction model. For this, we used the functionalities of the Scikit-Learn library. 
Our dataset was split: 30 % for testing and 70 % for training. The primary goal was predicting the final grade, a 
pivotal performance indicator, using other factors as predictive features.

The choice of machine learning was based on the comparison of the accuracy of three algorithms that 
address complexity, simplicity, sequential learning, and adaptability to nonlinear interactions, namely:

●● Random Forest Regressor (RFR).(16,17)

●● Linear Regression (LR).(18,19)

●● Gradient Boosting Regressor (GBR).(20,21)

●● Support Vector Regression (SVR).(22,23)

This diverse set of algorithms aimed to leverage their unique strengths for a comprehensive and precise 
predictive modeling approach.

In order to choose the best performing model, we chose to calculate metrics adapted to regression tasks. 
Mean square error (MSE), root mean square error (RMSE) and R-squared (R2) score were specifically used. These 
metrics provide an in-depth assessment of the models' predictive performance, as shown in table 2.

Table 2. The Summary of Evaluation Metrics for Various Regression Models' Performance
Algorithm MSE RMSE R2 score
Gradient Boosting Regressor (GBR) 0,51 0,72 0,9
Random Forest Regressor (RFR) 0,62 0,79 0,88
Linear Regression (LR) 0,64 0,8 0,88
Support Vector Regression (SVR) 3,3 1,81 0,38
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The table above showcases key models performances. The MSE (0,51) for GBR is the lowest, suggesting the 
least average squared deviations. Its RMSE of 0,85 indicates that, on average, predictions differ by 0,72 units. 
The R2 score of 0.9, which explains 90 % of the variance in the target variable, validates the robustness. With 
comparable outcomes, RFR and LR account for 88 % of the variation. With an RMSE of 1,81 and an R2 value of 
0,38, on the other hand, SVR performs less well, suggesting a poorer fit and reduced explanatory power. The 
SVR model's suboptimal performance may be due to factors like our limited dataset (100 records), potentially 
impeding its ability to grasp intricate data patterns. Hyperparameter tuning, crucial for SVR, involves optimizing 
parameters such as kernel function and regularization. We addressed this by tuning hyperparameters with the 
following parameter grid: 

●● C: [0.1, 1, 10, 100].
●● Epsilon: [0.01, 0.1, 0.2, 0.5].
●● Kernel: ['linear', 'rbf', 'poly']. 

Results indicate the best parameters:
●● C: 0.1.
●● Epsilon: 0.5.
●● Kernel: 'linear. 

Evaluation metrics on the test set include Mean Squared Error of 0,75, Root Mean Squared Error of 0,87, and 
R-squared Score of 0,86, suggesting satisfactory model performance. Overall, according on these measures, 
the GBR appears to perform the best of the models you have studied, with the lowest MSE, RMSE, and greatest 
R2 score.

The experiment's execution
Our study attempts to evaluate how our solution affects student performance in the accredited computer 

science and French as a foreign language program in Moroccan high schools. A quantitative research methodology 
is used to accomplish this, enabling quantifiable data collection and analysis. The selected experimental 
strategy makes it easier to do statistical analyses, relationship analysis, and descriptive analysis.

The experiment involved two groups (A and B) in a high school setting. One group received traditional 
teaching, while the other had data collected on SE, EQ, and demographic data. Using our machine learning 
model (GBR), we predicted their performance. The experimental group was then divided into three subgroups 
based on predicted performances scores (PPS): low performance (PPS < 10), middle performance (10 ≤ PPS < 
15), and high performance (PPS ≥ 15). Each subgroup received adapted course content in terms of difficulty, 
activities, exercises, and support using the Teaching at the Right Level (TaRL). This approach involves a student-
centric instructional methodology that tailors teaching to the specific learning needs of individual students.(24)

In the context of our experiment, the TaRL Approach was implemented by categorizing the experimental group 
into subgroups based on predicted performance scores. This segmentation allowed for a more personalized and 
adaptive teaching strategy, with each subgroup receiving course content tailored to their specific proficiency 
levels. The approach aims to ensure that each student receives the necessary support and challenges aligned 
with their learning abilities. In order to optimize class time, the flipped classroom strategy was implemented. 
Theoretical course material was delivered online through Moodle learning management system (LMS) prior 
to the start of the session, allowing in-class time for practical activities, presentations, and discussions. By 
maximizing the utilization of in-person training, this pedagogical approach increases student engagement, 
promotes active learning, and creates more dynamic and applicable learning opportunities.(25)

RESULTS

Figure 4. Distribution of Students Across Predicted Performance Subgroups.

Following the application of our machine learning model to predict learner performances, the ensuing 
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distribution is delineated as follows: In Group A, designated as the experimental group in the computer science 
course, the segmentation comprises 12 (32 %) students in the low-performance category, 18 (47 %) in the 
medium-performance category, and 8 (21 %) in the high-performance category. In the case of Group B, acting 
as the experimental group in the French as a foreign language course, the distribution manifests as 15 (17 %) 
students in the low-performance category, 14 (40 %) in the medium-performance category, and 6 (17 %) in the 
high-performance category.

Table 3. Number of Students in Groups A and B with Diagnostic 
Assessment Scores Outside the Range of Their Respective Subgroups.

Subgroups Group A Group B
High performance 1 2
Middle performance 4 3
Low performance 3 2

Based on diagnostic evaluations for both Group A and B, the overall performance prediction accuracy is 79,45 
%, with precision rates of 78,94 % for Group A and 80 % for Group B. These results validate our model's efficacy, 
with a 10 % margin to be discussed in the following section. Notably, students with performance prediction 
values outside their subgroup ranges are classified as follows: high-performance predictions with diagnostic 
scores below 15, medium-performance predictions with scores below 10 and above 15, and low-performance 
predictions with scores above 10.

Figure 5. Comparison of Average PPS, Diagnostic Assessment Results, and Summative Assessment Results in 
Computer Science and French as a Foreign Language for Experimental and Control Groups

The depicted graph illustrates a notable enhancement in performance, evident in both the computer 
science and French as foreign language courses. In the computer science course, Group A, representing the 
experimental group, exhibited a comprehensive average performance prediction score of 12,67. Concurrently, 
the average diagnostic evaluation score was 11,99, while the overall average summative evaluation score 
reached 15,78. This signifies an upward trajectory from predictive and diagnostic to summative outcomes. A 
comparative analysis with the control group, Group B, taught conventionally, reveals a lower general average 
summative evaluation score of 12,53.

Similarly, in the French as a foreign language course, Group B (experimental) indicates an ascending trend 
from predictive and diagnostic to summative assessments. In contrast, the control group (Group A) taught 
traditionally achieved a lower general average summative evaluation score of 10,47.

DISCUSSION
The study's comprehensive approach, from meticulous data processing to the practical application of 

machine learning models, has yielded valuable insights into enhancing student performance. The strong 
negative correlation between "Final Grade" and SE as a potential determinant of academic success. This aligns 
with existing literature emphasizing the influence of socio-emotional factors on learning outcomes.

The machine learning phase, employing algorithms like RFR, LR, GBR, and SVR, revealed GBR as the optimal 
performer. Its superior accuracy and predictive capabilities suggest its suitability for student performance 
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prediction.
The experimental phase, featuring TaRL and flipped classroom methodologies, demonstrated a tailored, 

adaptive teaching strategy's efficacy. The distribution of predicted performance scores and subsequent precision 
rates for Group A and Group B underscored the model's ability to categorize students effectively. Highlighting 
students whose performance predictions deviate from their subgroup's range underscores the importance of 
refining the classification process. To enhance classification accuracy, we propose incorporating a diagnostic 
assessment before the classification stage using this formula. 

Let:
●● D be the diagnostic assessment score,
●● P be the predicted performance score,
●● C be the combined classification score.

The combined classification score (C) is calculated as follows:

C=0,2×D+0,8×P

By utilizing the diagnostic assessment score for 20 % of the classification and combining it with the 
predicted performance score for the remaining 80 %, we can leverage the strengths of both approaches. This 
hybrid classification method acknowledges the unique characteristics of each subject matter and addresses 
exceptional cases more effectively. The diagnostic assessment serves as a valuable supplement to the predictive 
model, providing a more nuanced and accurate basis for student classification. This approach aligns with the 
understanding that a holistic evaluation, combining predictive modeling and diagnostic insights, can significantly 
improve the precision of student performance categorization.

Analyzing the performance outcomes in computer science and French courses, the experimental groups 
exhibited marked improvement. GBR's strong average performance prediction scores, coupled with rising 
diagnostic and summative evaluation scores, validate the model's potential to enhance student learning. 
Comparisons with control groups reinforced the positive impact, suggesting that predictive modeling could 
revolutionize educational practices by providing personalized, data-driven insights.

In summary, our study, combining data processing and machine learning, reveals an important role of EQ, 
SE and demographic data in academic success. The experimental phase, with adaptive teaching methods, 
shows marked improvements and highlights the transformative potential of predictive modeling in personalized 
education.

CONCLUSION
In conclusion, our research demonstrates the revolutionary possibilities of using machine learning models 

with socio-emotional elements in teaching. The ability to accurately forecast student performance and the 
success that follows in customizing instructional approaches highlight the potential benefits of a data-driven, 
individualized education model. The research advances our knowledge of academic results while also providing 
educators with useful takeaways that will facilitate the development of more flexible and efficient teaching 
and learning strategies.

Our perspective involves leveraging technology to automate the entire educational workflow, from 
data collection to the delivery of learning materials. By integrating our predictive model into a Learning 
Management System (LMS) as a plugin, we aim to seamlessly analyze student data and classify them into 
specific performance groups. This automation not only streamlines the classification process but also enables 
the dynamic adaptation of learning content based on individual needs. Implementing this automated system in 
an online learning platform enhances scalability, accessibility, and personalization, providing a more efficient 
and tailored educational experience for each student. This transformative approach aligns with the evolving 
landscape of educational technology and educational reforms in our country, Morocco, contributing to the 
advancement of data-driven and adaptive learning environments.
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