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ABSTRACT

Acute poisoning by pesticides in Morocco is an important public health issue, because the use of pesticides has 
become both massive and anarchic. This is the cause of deaths whose incidence is unfortunately increasing. 
Unfortunately, these deaths are not always accidental. Pesticides are also used as a means of suicide; according 
to the WHO, these are means suicide chemicals most used in the world, since, out of the 800 000 suicides 
recorded per year, more than a third are caused by this type of product. Even more serious, these suicides 
are currently being observed among children and teenagers. Faced with this alarming figure, and in order to 
prevent deaths and improve emergency treatment of cases of pesticide poisoning, it becomes important to use 
the potential of artificial intelligence in the treatment of these admissions. Our approach is essentially based 
on machine learning algorithms, including decision support software capable of predicting, based on major 
clinical signs, the most likely pesticide responsible of the intoxication in the triage room.  This, before moving 
on to the confirmation stage based on biological and toxicological investigations, which are often costly and 
time-consuming.
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RESUMEN

La intoxicación aguda por plaguicidas en Marruecos es un importante problema de salud pública, ya que el uso 
de plaguicidas se ha vuelto masivo y anárquico. Esta es la causa de muertes cuya incidencia desgraciadamente 
va en aumento. Por desgracia, estas muertes no siempre son accidentales. Los pesticidas también se utilizan 
como medio de suicidio; según la OMS, son los productos químicos suicidas más utilizados en el mundo, ya que, 
de los 800 000 suicidios registrados al año, más de un tercio están causados por este tipo de productos. Y lo que 
es más grave, estos suicidios se observan actualmente entre niños y adolescentes. Ante esta alarmante cifra, y 
con el fin de prevenir muertes y mejorar el tratamiento de urgencia de los casos de intoxicación por plaguicidas, 
se hace importante utilizar el potencial de la inteligencia artificial en el tratamiento de estos ingresos. Nuestro 
enfoque se basa esencialmente en algoritmos de aprendizaje automático, incluyendo un software de apoyo a la 
toma de decisiones capaz de predecir, en función de los principales signos clínicos, el plaguicida más probable 
responsable de la intoxicación en la sala de triaje.  Todo ello, antes de pasar a la fase de confirmación basada 
en investigaciones biológicas y toxicológicas, que a menudo son costosas y requieren mucho tiempo.

Palabras clave: Pesticida; Aprendizaje Automático; Inteligencia Artificial; Diagnóstico; Emergencias; Sala de 
Triaje.
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INTRODUCTION
Poisoning is a public health problem worldwide and is one of the most common reasons for attending 

hospital emergency departments.(1) Although the incidence of poisoning is difficult to estimate precisely, the 
wide availability and accessibility of chemicals and their widespread use in various applications, including 
medicine, agriculture and industry, have increased the risk of poisoning. Acute toxicity of pesticides results from 
misuse, accidental use of pesticides (domestic accidents) or intentional poisoning, often extremely serious. 
Organophosphate pesticides and Carbamates cause the most common cases of pesticide poisoning.(2) Exposure 
is mainly via the skin-mucosal and respiratory routes (inhalation), the oral route of exposure would concern 
the general population more through accidental or intentional ingestion of pesticides. According to the World 
Health Organization (WHO), there are one million serious pesticide poisonings worldwide each year, causing 
around 220 000 deaths per year. Early diagnosis of these cases of poisoning is decisive in terms of prognosis.(3) 
Our work consists of a Machine Learning (ML) algorithm capable of predicting the type of pesticide responsible 
for the poisoning based on the clinical signs of the patient in the emergency room. to develop our algorithm.
We worked on the database of the National Anti-Poison Center of MOROCCO, bringing together 8,107 cases of 
pesticide poisoning from March 1980 to December 2014, in order to extract the data necessary for training an 
algorithm. Our patients come from both urban and rural areas of our data are composed of different ages and 
sexes. These etiologies were detected through family history and interview, clinical symptoms, and laboratory 
examination of gastric cleaning products.

Chavan et al.(4) presented a classification model using the k-nearest neighbor (k-NN) algorithm. Their model 
focused on the analysis of 118 chemicals from the NEDO (New Energy and Industrial Technology Development 
Organization) RTD database, now known as the Hazard Evaluation Support System (HESS).This model relied on 
the two categories of acute toxicity (LD50) as variables to predict, and on eight fingerprints from the PaDEL as 
predictive variables. The results demonstrated the effectiveness of the model in predicting LD50 categories for 
70 of the 94 chemicals in the training set, and for 19 of the 24 chemicals in the testing set.(4) 

Other studies, such as those of JC Carvaillo et al.(5) introduced the AOP-help Finder program. This program 
was developed to predict the toxicity of products by analyzing a multitude of data from the scientific literature. 
To do this, two distinct approaches were used: the first involved textual analysis targeting relevant terms, 
including chemical names (e.g., bisphenol S, pesticides) and descriptions of disease biological processes. The 
second approach focused on identifying critical keywords. Researchers have developed directories containing 
the names of known substances (for example, bisphenol S from PubChem) and numerous Adverse Outcome 
Pathways (AOP).

 In the context of paraquat poisoning, Huiling Chen et al.(6) explored the use of common blood indices to 
diagnose PQ toxicity and assess its severity using a machine learning approach. They employed a support vector 
machine-based method along with feature selection to predict the risk of PQ poisoning. This approach was 
validated on a sample of 79 individuals, making it possible to differentiate living from deceased patients, and 
was rigorously evaluated for its accuracy, sensitivity and specificity.

The team of Huiling Chen et al.(7) focused on early identification of paraquat poisoning (PQ) in patients 
to ensure rapid and accurate prognosis. Their study demonstrated that routine blood tests can be used to 
preliminarily establish the toxicity or prognosis of PQ poisoning, without requiring PQ concentration data. This 
approach represents an additional and innovative tool to assess the prognosis of PQ poisoning.

Despite the abundance of studies on technology and artificial intelligence in the fields of healthcare, 
diagnostics and pharmacology, researchers have observed a lack of publications specifically focused on the 
use of artificial intelligence to diagnose cases of poisoning. This identified gap arouses their interest for future 
research in this innovative field.

METHODS
The approach is essentially based on Machine Learning (ML) algorithms, capable of predicting, based on 

major clinical signs, the most probable pesticide in the triage room. Hopefully, this prediction by the software 
has to occur before moving on to the confirmation stage based on biological and toxicological investigations, 
which are oftencostly and time-consuming. Based on the patient's clinical signs reported by the doctorin charge 
in emergency room, the work consisted of predicting the type of pesticideresponsible for the poisoning.

Database description
The approach is essentially based on Machine Learning (ML) algorithms, capable of predicting, based on 

major clinical signs, the most probable pesticide in the triage room. Hopefully, this prediction by the software 
has to occur before moving on to the confirmation stage based on biological and toxicological investigations, 
which are often costly and time-consuming. Based on the patient's clinical signs reported by the doctor in 
charge in emergency room, the work consist to predicting the type of pesticide responsible for the poisoning.

The data used is collected from the national poison control center of Morocco. The Database included 
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8107 cases of pesticide poisoning from March 1980 to December 2014. Our patients come from both urban and 
rural areas of our data are composed of different ages: 1 newborn (maternal-fetal poisoning);12 trotters, 417 
children, 2473 adolescents; 5180 adults and 23 elderly people.

Figure 1. Distribution of data by age range

The distribution by sex shows a female predominance, 5150 women (i.e. 64 %) compared to 2957 men (i.e. 
36 %). And the predominance of the suicidal cause (98 %), other causes (drug addiction, professional, criminal 
and abortion) represent less than 2 %. Pesticides represent the second cause of poisoning in our database after 
drugs.

Figure 2. Database by category of toxic substance

Four different ML models were tested in this study for prediction: SVM, Decision Tree, Random Forest 
and XGBoost. GridSearchCV function from scikit-learn library was used to perform the search for model’s 
parameters. The evaluation metrics used to evaluate the models were precision, recall and accuracy.

Support Vector Machine 
Support Vector Machine (known as SVM) is a supervised learning method designed for binary classification 

"either positive or negative class". It is applied for the purpose of finding patterns from the collection of data.
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(8) Generally, the pattern classification applies an activity to be involved in two main steps; the first is mapping 
the input to higher dimension feature space, this is done due to the fact of the SVM that usually depends 
on geometrics characteristics of inputted data, and, the second is finding the most suite hyper plane that 
classifies the mapped features in the higher dimensional space. It’s beneficial for classification and regression 
approaches. The margin is the space between the hyperplane and the nearby data point. The core target is 
discovering the hyperplane with the greatest database split; into two classes for gaining novel vectors with 
proper classification.

Classification with the SVM is based on the determination of a hyperplane which separates two classes. 
The hyperplane is defined based on the maximum margin. The maximum margin is distance between the 
hyperplane and the closest samples of each class. However, in order not to be limited to linearly separable 
data, it is possible to use a kernel in order to separate non-linearly separable data. This involves transforming 
the representation of the data in a larger space where they will be linearly separable.(9,10,11,12,13)

To do this, we use the scalar product of our data with the space of larger dimensions. Nonlinear kernels 
make it possible to match this space of higher dimensions. Among the types of kernels commonly used, we find 
the radial basis function, the polynomial function, and the Gaussian function. 

Decision Tree
The decision tree is based on decision rules in each of the nodes. These rules of decisions are based on 

feature attributes. The leaves of the tree match to the results of successive decisions of the model.(14) The 
depth of the tree determines its capacity: the greater the depth, the greater the capacity, but the greater the 
risk of overfitting is big. Hyperparameters, such as the minimum number of data points to split a node and the 
minimum number of data per leaf, control the depth of the tree.

When constructing the tree, the decision rule for each node is chosen based on of the minimization of the 
entropy or the impurity of the branches which will result. Thus, the characteristics which make it possible to 
better distinguish the classes are chosen in the first decision rules of the tree.(15,16,17,18)

Random forest
Random Forest is a supervised learning model used for classification and regression. The Random Forest 

consists of several decisional trees to classify a new object from an input vector while the random forest's 
input vector is the input of every tree.(9) The final decision is taken by considering the average of all trees. 
However, in the decision tree, the decision rule at each node is based on the best features that give the most 
homogeneous splitting in each of the divisions. In the decision forest, the division is chosen on the best features 
of a subset of features chosen randomly. So an individual tree in the forest of trees may be less efficient than 
the decision tree, but the average of all the trees in the forest makes it possible to reduce the overall error and 
generally have better results.(9) The scientist proves that this method achieves accurate and stable prediction 
with high performance.(19,20,21,22)

XGBoost
XGBoost is a decision tree ensemble based on gradient boosting designed to be highly scalable.(10) XGboost 

uses randomization techniques to reduce overfitting and to increment training speed. In addition, XGBoost 
implements several methods to increment the training speed of decision trees not directly related to ensemble 
accuracy. Specifically, XGBoost focuses on reducing the computational complexity for finding the best split, 
which is the most time-consuming part of decision tree construction algorithms.(23)

The proposed method
We evaluated the performance of four different supervised machine learning algorithms. The different 

machine learning techniques will only be summarized here but have been described in more detail above. 
In short, machine learning corresponds to the use of algorithms which learn non-linear associations in a way 
retrospectively using data to estimate the risk of a predefined outcome.

To this is added the bagging technique, corresponding to the division of this data by “groups” or “bags”.
The algorithms keep part of the data aside in order to then test its reliability. There are many internal 

validation techniques of the algorithm. Here we used a validation technique crossed, with a validation sample 
of 1 to 5. This consists of dividing the data into 5 samples, then selects one as validation while the other 4 
samples participate in learning, then the operation is repeated by selecting another sample of validation. This 
allows for a more robust estimate.

We selected the variables to integrate into the algorithms among those which had a result significant after 
the statistical analysis, while trying to integrate a limited number of variables into each algorithm. This was 
intended to avoid the creation of an overly complex model, which could be subject to the phenomenon of 
overfitting and cannot subsequently be generalized. Overfitting corresponds to the development of an algorithm 
that is too precise, too close to the source population, and which is not reliable when tested on a new series of 
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data and is therefore not generalizable to the target population.(24,25,26)

RESULTS
To analysis of the result in this experiment, we considered different analyses to examine the four machine 

learning models for the prediction of the nature of poisoning pesticides applied to the dataset. In terms of 
accuracy, XGBoost achieved the highest accuracy of 75 % and Decision tree achieved the worst performance 
52 %. With respect to F1-score, XGBoost achieved the highest score 84 %, Random Forest achieved 83 %, SVM 
performs 74 %. and Decision tree 52 % (see table 1)

According to these results we conclude that XGBoost Algorithm is more effective than the other models for 
predicting the nature of the pesticide responsible of poisoning case. Especially since XGBoost has demonstrated 
in several studies its performance in the field of medical diagnostics.(11,12,13)

Table 1. Results for the three machine learning algorithms with the test dataset

Accuracy score Precision score Recall score F1-score

XGBoost 0,75 0,91 0,78 0,84

SVM 0,62 0,72 0,76 0,74

Decision tree 0,52 0,50 0,57 0,52

Random forest 0,74 0,85 0,81 0,83

CONCLUSION
It is recognized that it is difficult to predict the nature of the pesticide responsible of poisoning in time 

due to several risk factors. Due to these factors, scientists have turned to modern approaches such machine 
learning to predict disease. 

Three machine learning models, namely respectively: XGBoost, Random Forest and SVM were developed 
in this work. XGBoost predicted the best with a performance of 84 % in the F1-score used in this study. As a 
result, the objectives set at the introduction were achieved and this research responded to the expectations 
of emergency clinicians.
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