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ABSTRACT

Brain tumor segmentation based on multi-modal magnetic resonance imaging is a challenging medical 
problem due to tumors heterogeneity, irregular boundaries, and inconsistent appearances. For this purpose, 
we propose a hybrid primal and dual ensemble architecture leveraging EfficientNetB4 and MobileNetV3 
through a cross-network novel feature interaction mechanism and an adaptive ensemble learning approach. 
The proposed method enables segmentation by leveraging recent attention mechanisms, dedicated 
decoders, and uncertainty estimation techniques. The proposed model was extensively evaluated using the 
BraTS2019-2021 datasets, achieving an outstanding performance with mean Dice scores of 0,91, 0,87, and 
0,83 on whole tumor, tumor core and enhancing tumor regions respectively. The proposed architecture 
achieves stable performance over a range of tumor types and sizes, with low relative computational cost.
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RESUMEN

La segmentación de tumores cerebrales basada en imágenes por resonancia magnética (IRM) multimodal es 
un problema complejo debido a la heterogeneidad de los tumores, los límites irregulares y las apariencias 
inconsistentes. Para este propósito, proponemos una arquitectura híbrida de conjunto primario y dual 
que aprovecha EfficientNetB4 y MobileNetV3 a través de un mecanismo de interacción de características 
novedoso entre redes y un enfoque de aprendizaje de conjunto adaptativo. El método propuesto permite 
la segmentación aprovechando mecanismos de atención recientes, decodificadores dedicados y técnicas de 
estimación de incertidumbre. Evaluamos exhaustivamente los conjuntos de datos BraTS2019-2021, logrando 
un rendimiento de vanguardia con puntajes Dice promedio de 0,91, 0,87 y 0,83 en todo el tumor, el núcleo 
del tumor y las regiones tumorales mejoradas respectivamente. La arquitectura logra un rendimiento estable 
en una variedad de tipos y tamaños de tumores, con un bajo costo computacional relativo.
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INTRODUCTION
Brain tumors are among the most problematic medical problems and may have devastating effects on 

patient’s health and life ranging from disabilities to death. Armed with stealth, brain tumors have the potential 
to infiltrate the complex terrain of the brain and cause significant damages. That being said the correct 
diagnosis, identification and characterization of such tumors can be the difference between life and death 
for many patients.(1,2) Thus, leveraging cutting edge technologies such as Artificial Intelligence (AI) may better 
assist Healthcare Professionals (HCPs) in better prognosis and patient treatment. Nowadays Magnetic resonance 
imaging (MRI) is taken as the gold standard in brain tumor visualization to provide rich details about the 
brain’s soft tissue (e.g. fatty tissue architecture). Nonetheless, computed tomography scan (CT scan) remains 
helpful diagnosis procedure especially in the evaluation of recurrent tumors. The power of MRI comes from 
its multimodality that provides different scanning sequences that capture distinct characteristics of the brain 
tissue: T1-weighted images allow HCPs to see the anatomy, T1-enhanced contrast delineates tumor margins, 
T2-weighted scans reveal edema patterns, and fluid-attenuated inversion recovery (FLAIR) sequences are 
useful in distinguishing between two similar looking abnormalities. Each of these modalities provides a piece of 
the puzzle of the corresponding tumor but integrating the different pieces requires expert and highly trained 
HCPs. The previous medical images were traditionally analyzed by comparing the scans side by side on multiple 
planes — axial, sagittal, and coronal — then identifying which are anomalous by radiologists.(3,4) Although full 
of helpful details, it is a time-consuming process and prone to human variability based on different factors like 
experience, interpretation skills, cognitive workload, and even environmental conditions. Such conditions can 
lead to inconsistencies in diagnosis and treatment planning with a real potential of impacting patient outcomes. 
More importantly, nuanced differences in tumor margin and the multifocal pattern of invasion can occasionally 
escape even the expert eye. The emergence of AI, in particular deep learning, has started to reshape the realm 
of brain tumor analysis among healthcare providers and HCPs.(5,6)

Deep learning architectures, particularly the UNet family a neural network-based family of architectures,(7) 
have made impressive inroads into automating tumor segmentation in ultrasound images. Such networks are 
able to analyze multiple MRI modalities at the same time allowing them learning to detect not only the presence 
of tumors but also the exact outlines and various components of tumors such as the core and the surrounding 
edema. By and large the current methods have some limitations: they can be ineffective at capturing large-scale 
features, overlook fine tumor boundaries, and can also fail to compare across multiple scales for information. 
Although good progress has been made with current methodologies in terms of brain tumor segmentation, there 
remain several significant limitations. Many of today’s approaches tend to fail to effectively balance feature 
extraction capabilities against computational efficiency and thus neither achieves the required accuracy nor 
results in an operationally practicable processing requirement. Single backbone architectures often overlook 
fine facts of tumors across various scales, and center-based naive multi-network strategies that incur excessive 
computations. Moreover, current ensemble techniques generally make use of static combination strategies that 
do not respond to diverse tumor traits and imaging circumstances.

To overcome the above limitations, we propose a hybrid ensemble architecture based on a combination 
of the complementary component between MobileNetV3(8) and EfficientNetB4.(9) Such an effective balance of 
depth, width, and resolution in EfficientNetB4’s compound scaling strategy leads to the capture of high-level 
global features. On the other hand, MobileNetV3 extracts fine-grained local details effectively through compact 
architecture and depth wise separable convolutions. One of the key innovations of our approach is the cross-
network feature interaction mechanism. This mutual exchange process allows the neural networks to exchange 
complementary information at various levels and align the feature spaces through dedicated convolutional 
layers. The 154 Multi-head attention mechanisms enable the relevant scores calculation for features across 
multiple pathways, enabling the selective information transfer. The attended features are combined together 
with adaptive fusion modules that can keep the most useful information of every pathway.

Our suggested framework also involves incorporating spatial gating mechanisms like spatial attention to 
make segmentation outputs more accurate. Context-aware mechanism in model emphasizes salient areas of 
tumor and deprecate background noise, which help the model make accurate and complex tumor boundaries. 
It also incorporates an advanced ensemble learning strategy that adapts in real-time to tumor attributes. The 
adaptive ensemble fusion provides appropriate weights to the outputs of various decoders like U-Net, Attention 
U-Net, and TransU-Net with respect to specific inputs confidence in classifier outputs on specific inputs plays 
a pivotal role. The architecture was evaluated extensively using BRATS 2019, 2020, and 2021 Dataset.(10,11,12) 

The results show excellent performance with Dice similarity coefficients that outperformed existing methods. 
The model offers computational efficiency with strong performance across a range of tumor types and sizes. 
Our proposed hybrid ensemble framework establishes a novel state-of-the-art in automated brain tumor 
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segmentation by leveraging the limitations of the current state-of-the-art mythologies.
The rest of this paper is structured as follows; In section 2, we provide an end-to-end review of the body 

of related work and literature in brain tumor segmentation, covering classical and deep learning methods, and 
novel ensemble learning techniques. Section 3 describes our proposed method, including the hybrid feature 
extraction architecture, enhanced multi-decoder ensemble framework and adaptive integration mechanism. 
Section 4 supplies comprehensive experimental results on BraTS 2019-2021 datasets, and detailed performance 
analysis and comparisons with state-of-the-art methods; Lastly, Section 5 wraps up the paper, summarizing our 
contributions and their importance for automated brain tumor segmentation.

Traditional Approach for Brain Tumor Segmentation
Traditional image processing techniques played a significant role in laying the groundwork for brain tumor 

segmentation, which is founded on mathematical modeling along with the principles of computer vision. Though 
seeds of more advanced methods were sown, these early forays also revealed the obstacles of this daunting 
task.

One of the first important milestones was the advent of atlas-based registration approaches.(4) These 
techniques consisted of co-registering the patient images to fixed brain atlases, providing a methodical way to 
identify pathological areas, for instance tumors. To this end, atlas-based methods used probabilistic models to 
align patient-specific brain images with those of templates taken from healthy populations. With this ground 
construction, these methods design tumor detection as a kind of segmentation problem. However, there are 
various difficulties in particular type of images, for example images of tumor that significantly changes the 
brain embedding’s. Tumors inducing significant displacement or deformation of adjacent structures posed 
substantial challenges.(5) Atlas-based techniques, while successful, struggled to account for patient-specific 
variation, in particular when it came to high volume or irregular tumors. To overcome these limitations in 
atlas-based approaches, edge-detection algorithms and region-growing methods were tested as alternatives. 
Particularly, region growing techniques,(6) became popular due to their ability to determine the tumor boundary 
by identifying intensity gradients as well as spatial connectivity. These approaches gradually grow seed regions 
based on the correlation of neighboring pixel intensities, and how close they are in space. The advantage of 
these techniques was due to their ability to conform to the processing structure of native brain substance, but 
they were often problematic in the cases of tumors that had no obvious intensity boundaries or noise covered 
their margins.

Building on this, statistical models like Gaussian Mixture Models (GMMs) and Markov Random Fields (MRFs) 
were used to enhance performance. GMMs(13) approximated the distribution of the tissue intensities in various 
regions of both the normal brain and abnormal (tumor) tissues. A commonly used class of these models were 
tissue intensity models, which assumed that tissue intensities in the brain could be modeled as a linear 
combination of K distinct Gaussian distributions, with each corresponding to a different tissue type. Despite 
the strengths of GMMs, the modeling of complex tissue arrangement was still a challenge. This limitation 
was overcome by using Markov Random Fields (MRFs)(14) which added a spatial context to the segmentation 
process. MRFs captured local pixel-to-pixel interactions by imposing local dependencies, achieving smoother 
and biologically more constrained tumor boundaries. By incorporating spatial context, the network was better 
able to manage noise and any irregularities, leading to more segmentation that is accurate.

However, these advancements have significant limitations. For example, traditional techniques still have to 
be crossed, as highlighted by (15), which remains to be highly problematic. In addition, these methods frequently 
demanded considerable manual adjustment, for example, optimization of segmentation parameters, and 
did not show robustness to the diversity of tumor characteristics and variability in MRI acquisition settings. 
The differences in the contrast, resolution, and imaging artifacts made the segmentation process even more 
complicated, so the generalizability of these methods is limited. Furthermore, the manual interventions were 
often labor-intensive and hard to generalize to evolving imaging modalities, motivating the exploration of more 
automated and data-driven methods that eventually emerged into the deep learning-based revolution we see 
today in medical imaging research.

Deep Learning Approach for Brain Tumor Segmentation
Deep learning is a paradigm-shifting approach that is being introduced to many fields including medical 

image analysis such as brain tumor segmentation. Prior work had often relied on manual interventions or 
established image-processing methods that were challenged by the nature of medical imaging. However, 
deep learning and convolutional neural networks (CNNs) have achieved a qualitative leap in segmentation 
performance. The breakthrough was with(16) they popularized the power of CNNs for image classification 
(ImageNet competition). The performance inspired the uptake of CNNs in the medical domain, which saw their 
immediate use in segmentation of brain tumors given their ability to build hierarchies of feature representation 
and to accommodate complex arrangements in image data.

The introduction of U-Net, with its encoder-decoder architecture and skip connections, transformed 
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segmentation tasks by enabling the model to learn both coarse contextual features and fine spatial details.
(7) In the encoder, accumulated different levels of abstraction extract features, and in the decoder, feature 
maps are up sampled to reconstruct the segmentation map, where connections through skip ensure the spatial 
accuracy is retained. This significantly influenced segmentation performance, especially when considering 
medical images where accuracy in location is imperative. After the success of U-Net, several advanced deep 
learning architectures have been proposed which improve segmentation performance. One such architecture is 
EfficientNet, which was proposed by (8) to optimally scales the model by balancing depth, width, and resolution 
of the network. Such optimal scaling results in higher accuracy without increasing the computational cost, 
which makes EfficientNet an attractive option for medical image segmentation tasks that may have limited 
computational resources. As deep learning becomes increasingly powerful, the demand for computational 
efficiency has also raised concerns, and this prompted much interest in lightweight networks. Ever since(9), 
which was aimed at optimal architectures for resource-constrained mobile and embedded systems, showed 
that, it was still possible to achieve high-quality segmentation scores with small networks. A ‘lightweight’ 
version of the model with depth wise separable convolutions and optimized activation functions. 

One of the other major developments in deep learning for medical image analysis has been the advent of 
attention mechanisms. By allowing the model to focus on specific parts of the input image and its features, in this 
case the tumor region to be segmented better, these mechanisms improve the process of image segmentation. 
SE blocks, originally introduced by Hu et al. For example, the attention mechanism(17) is a clear realization of 
attention. To improve a networks representation capability in a more discriminative context. SE blocks readjust 
the channels of feature maps by learning channel-wise dependencies and thus learn to emphasize the most 
crucial features in the model, while de-emphasizing the less relevant features Such focus on the important 
parts of the image has resulted in both significant improvements in brain tumor segmentation performance.

Further, transformer architectures have recently been embraced in medical image segmentation(18) showed 
that transformers could effectively model long-range dependencies in images, an attribute that can be 
especially beneficial for capturing the intricate spatial relationships evident in medical imaging modalities. 
While traditional CNNs are heavily based on local receptive fields, transformers utilize global self-attention 
mechanisms that enable them to model long-range dependencies in an efficient manner, which, in turn, allows 
them to achieve state-of-the-art performance when trained on class labels against the global context of an 
image. CNN-Transformer hybrid models, based on the union of transformers with CNNs, have demonstrated 
significant promise by leveraging both local and global context to improve segmentation performance.

Ensemble Learning Approach for Brain Tumor Segmentation
In addition to developments in deep learning architectures, ensemble learning has also proven to be a 

popular method for enhancing brain tumor segmentation. In ensemble learning, we combine the predictions 
from multiple models in the hope that doing so will result in a more accurate and reliable prediction than any 
one model can provide. Tumor characteristics may significantly differ between patient images that are obtained 
by different imaging conditions, resulting low robustness of single-models, which makes this approach useful 
in brain tumor segmentation. One of the key studies in this area is,(19) scholars showed that using ensemble 
methods can be efficient in brain lesion segmentation. The ensemble approach reduced errors in tumor 
detection by using a combination of several models to generate an overarching prediction. Further work by (20) 
which focused on advanced fusion methods to aggregate predictions from different models. These approaches 
enable individual models to participate based on their expertise to enhance overall segmentation performance. 
This may include methods like majority voting, weighted averaging, or more advanced combination models, 
which determine the optimal way to combine outcomes from different models.

The second type is based on adaptive weighting schemes,(21) healthcare chunk.(22) These schemes modify the 
contribution of each model in the ensemble depending on the features of the input image, effectively enabling 
the ensemble to adapt to heterogeneous tumor characteristics. This addresses the case of a previous model 
overpowering the prediction, a condition that could potentially lead to overfitting (or poor generalization) 
in some cases. Recent work has centered on enhancing interactions focus between ensemble networks. The 
researcher in (23) showed cross-network feature interaction mechanisms can effectively allow the ensemble 
components to share information with each other more. The model simultaneously learns from the different 
strengths of each network thus improving performance in tasks like brain tumor segmentation.

The second important advancement was to leverage ensemble learning for segmentation that involves the 
use of uncertainty-aware fusion strategies.(24) demonstrated that considering the uncertainty present in the 
fusion process could result in more reliable predictions, especially in situations where the input data is noisy 
or ambiguous. These strategies enable the ensemble to be more robust to uncertainty, making it more capable 
of dealing with settings in which the tumor boundaries are unclear or the images of low quality. Recently, CNN-
Transformer hybrids have been integrated into almost all of deep and ensemble learning surface. The researcher 
in (25) also shows the strong potential of combining elements of both CNNs and transformers for brain tumor 
segmentation to form hybrid models capable of learning both local and long-range dependencies on the data. 
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The integration of attention mechanism and connected components enables a more precise segmentation, 
especially in complex medical images where the relationships between the different areas of the brain may 
be complex. Recent state-of-the-art models for brain tumor segmentation have achieved significant progress 
by proposing various architectural designs. With the arrival of efficient neural networks such as EfficientNet 
and MobileNetV3) state-of-the-art performance became evident on a new efficient train to fully leverage 
video segmentation while keeping F1-Score.(26) However, the integration of high-quality multi-scale feature 
extraction often comes at the cost of practical processing requirements. Single-backbone architectures often 
fail to capture important tumor properties at multiple magnifications, while naive multi-network methods incur 
significant computational burden. Existing ensemble methods usually use static combination strategy without 
adapting to the characteristics of tumor variations and imaging conditions in the current data. However, 
unlike the proposed method, none of the existing studies are truly dynamically adaptive to varying tumor 
presentations.(27,28,30,31) 

Our work overcomes these crucial limitations through a few novel contributions. We propose a novel hybrid 
ensemble architecture consisting of two very heterogeneous network families EfficientNetB4 and MobileNetV3 
— capitalizing on the complementarity of the jointly used building blocks. The EfficientNetB4 pathway only 
retains high-level global features as a result of its compound scaling approach, whereas the MobileNetV3 
focuses locally to pull fine-grained patches as a result of its lightweight structure and depth wise separable 
convolutions. This dual approach balances strong representation of multi-scale features while remaining 
computationally efficient.

One core innovation in our proposed work is the cross-network feature interaction mechanism, which allows 
multi-scale dynamic information exchange between EfficientNetB4 and MobileNetV3 pathways. The mechanism 
consists of aligning the feature spaces through convolutional layers using specific parameters, and using multi-
head attention mechanisms to exchange information selectively. Additionally, the framework is equipped with a 
sophisticated attention mechanism with spatial gating and an adaptive ensemble fusion strategy that dynamically 
responds to the characteristics of the tumor to yield superior performance, which resonates far beyond those 
primitive static combination strategies designed in existing methods. Follow recent advances in transformer 
architectures,(18) we incorporate attention mechanisms that improve the model’s addressing on the complex 
tumor contour. Specifically, we propose a multi-decoder ensemble framework, consisting of U-Net, Attention 
U-Net, and TransU-Net, wherein an adaptive integration module performs weighted aggregation of decoder 
outputs and assigns dynamic importance based on confidence metrics linked to input-dependent features. In 
summary, our proposed work and model stands out from other ensemble methods in the existing literature, 
showing strong performance across heterogeneous tumor sizes and types. Our work lays new foundations for 
efficient and accurate brain tumor segmentation via innovations, which address the technical limitations of 
existing methods.

METHOD
Automated Brain Tumor Segmentation Model

Our proposed architecture is an end-to-end solution for automated brain tumor segmentation where it 
tackles the challenges of processing multi-modal MRI data. The part of our approach relies on a collection of 
the different elements that, when combined, lead to high quality, precise, and reliable segmentation results. 
The overall architecture consists of various modules that target different dimensions of the segmentation 
problem.

Input Processing and Preprocessing Step
Preprocessing is the first and foremost stage of our architecture, which plays a pivotal role in making sure 

that multi-modal MRI input data is properly tuned and adjusted to eliminate noise and ensure that brain 
tumor segmentation is highly accurate. T1-weighted (T1), T1-weighted with contrast enhancement (T1ce), 
T2-weighted (T2), and FLAIR multi-modal MRI sequences used in this study each present unique views of tumor 
features, such as the precise location, morphology, and heterogeneity. A complex preprocessing pipeline is then 
employed to tackle common issues in medical image analysis, such as intensity in homogeneities, noise, and 
differences in contrast among sequences. The pipeline consists of performing bias field correction, with the 
N4ITK algorithm, to overcome intensity in homogeneities caused by imperfections of the magnetic field. This 
step guarantees that the signal intensities are uniform in the volume of the MRI, which is necessary for effective 
segmentation, since artificial intensity variations may lead to segmentation errors. Next, we normalize intensity 
for each modality independently by Z-score normalization to have zero mean and unit variance. Normalization 
is thus performed to maintain relative intensity relationships of tumor regions with corresponding normal 
tissues so that comparisons are made unbiased across tumor and normal states and modality.

For the noise, we apply a Gaussian filter with optimized parameters (kernel size of 3×3 and standard 
deviation of 1,5), smoothing the images without losing structural information—especially along boundaries of 
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tumors. This process is crucial because the borders of tumors can be subtle and distorted by noise. The pipeline 
finally involves resizing and spatial alignment to ensure input dimensions and anatomical alignment of the 
modalities are consistent. To maintain spatial relationships between the images and to ensure compatibility 
with the deep learning model, all MRI images are resized to a consistent size of 128×128×3 by utilizing bilinear 
interpolation. They use spatial alignment techniques to register the modalities, so that the corresponding 
anatomical structures lay in the same spatial coordinates. This is critical for a consistent representation of the 
brain, as we intend to perform multi-modal fusion and tumor segmentation afterwards.

Hybrid Feature Extraction System

Figure 1. Brain Tumor Segmentation Architecture

The main novelty of our architecture is in the design of a hybrid feature extractor, where these feature 
extractors EfficientNetB4 and MobileNetV3 act in synergy. The dual-pathway design is inspired by the inherent 
multi-scale nature of brain tumor segmentation, at the same time ensures computational efficiency. The input 
image’s dimension is (128 × 128 × 3), each one denoting the standardized multi-modal MRI data. We use the 
EfficientNetB4 pathway as a feature extractor by using compound scaling methodology that optimally balances 
network depth, width, and resolution. The advanced squeeze-and-excitation (SE) blocks help the network 
perform channel wise recalibration to improve the feature representation power of the network. In sum, these 
SE blocks utilize a reduction ratio of 4, to obtain the best experimentally observed trade-off between feature 
refinement and computational efficiency. The depth of channels at various resolution stages are adapted in 
accordance to the compound coefficient, with an initial width of 32 channels. To complement the EfficientNetB4 
pathway, a MobileNetV3 component is used for efficient extraction of local features with depth wise separable 
convolutions. Therefore, this drastically cuts down computational complexity while preserving features quality! 
Convolution operations utilize (3 × 3) kernels with a stride of 2 for gradual down sampling. A new mechanism 
for cross-network feature interactions enhances the effectiveness of these parallel paths. To achieve this, 
the proposed mechanism comprises three vital elements; specifically feature space alignment, multi-head 
attention, and adaptive feature fusion, which allows information to be conveyed among the networks in a 
dynamic manner. We use (1 × 1) convolutions to make the dimensions of the feature aligned. It works based 
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on the scaled dot-product attention for computing relevance scores between aligned features. Figure 1 shows 
its proposed hybrid feature extraction architecture, which extracts image features from the extracted feature 
maps of EfficientNetB4 and MobileNetV3 networks interestingly according to a new cross-network interaction. 
Architecture works with multi-modal MRI input sequences of size 128 x128 x3, whose three channels represent 
the aligned T1, T2, and FLAIR sequences. This architecture allows for dense and multi-scale feature extraction 
without greatly increasing computational cost.

Cross-feature interaction between networks
We introduce a cross- network feature interaction mechanism which is crucial to the effectiveness of our 

hybrid architecture. This allows creating a corridor for dynamic information flow between the EfficientNetB4 
and MobileNetV3 networks and performing inverse feature enhancement. At every scale, the features are 
refined iteratively through the interaction process, even effectively at the interactions on the same scales are 
simultaneously processed. It consists of a sophisticated feature transformation pipeline, which is at the heart 
of our feature interaction mechanism. First, specialized convolutional transformations are applied to features 
from both networks, which align their respective feature spaces. This is done via a series of 1x1x1 convolution 
layers, with instance normalization and ReLU activation, providing a way to maintain compatibility between 
their feature representations while preserving distinguishing characteristics of each pathway. Next, we use a 
multi head attention mechanism that computes fine-grained relevance scores per pair of features from both 
branches after feature alignment. The multi-head attention mechanism splits the target feature channels into 
a number of heads, so that the network can simultaneously learn different aspects of the relationships between 
features. Our feature interaction concludes on an adaptive fusion module that integrates finely attended 
features into the output domain. This method of merging allows for keeping the most influential information 
from each approach but retaining the unique properties that lead to each network’s success. The fusion module 
uses a gating mechanism to weigh the contribution of each feature stream depending on how important it is 
for the current input.

Enhanced multi-decoder ensemble
We propose an advanced multi-decoder ensemble architecture that relies on three specialized segmentation 

streams. We then employed a multi-pathway decoder design whereby each decoder pathway is optimized to 
capture different properties of tumor segmentation in consideration of the inherent complexity of brain tumor 
boundaries and spatial relation- ships. By integrating complementary segmentation strategies, this multi-
decoder strategy allows for the delineation of the tumor as a whole. We start with a strong baseline segmentation 
model that is simply an improved U-Net decoder. We used the U-Net design but added multiple architectural 
improvements. The deep supervision is performed at multiple scales during training to enforce the network 
to learn semantic features at different resolutions. The multi-scale supervision allows more efficient gradient 
propagation, enabling thorough feature learning throughout the network hierarchy. Moreover, throughout the 
decoder pathway, we adopt strategic residual connections to facilitate smooth gradient propagation, while also 
preserving fine-grained spatial details and high-level semantic information. This results in greatly improved 
segmentation, including tiny tumor edges and complicated spatial relationships. Armed with the advantages 
of more than one decoder, our architecture delivers a more accurate and robust segmentation performance on 
brain tumors.

Attention-Augmented Decoder Pathways
The second decoder pathway, our attention-augmented architecture, adds a much more sophisticated 

attention mechanism to focus on the tumor region while suppressing the background.
In this decoder, the multi-head self-attention mechanism computes dynamic relationships between spatial 

locations using a scaled dot-product attention formulation:

A(Q, K,V ) = softmax	  

(Q(K)T)/( √dK)	  (1)

Where:
Q, K, and V represent learned query, key, and value projections of the input features, and dk is the 

dimensionality of the key vectors.

This formulation allows the network to learn long-range dependencies, an important factor for accurate 
tumor boundary delineation. In addition, since the self-attention mechanism introduces features from all 
points in the image, positional encodings eliminate the problem of position loss resulting from this step. 
The channel-spatial attention uses a two-stream based approach. The fact that the channel attention stream 
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processes feature relationships over the channel side. The dual attention allows the networks to attend to 
the important features as well as the relevant spatial context at the same time, which helps get better 
segmentation results. In contrast, the third decoder path is based on transformer architecture, which learns 
global contextual relations. The transformer blocks inside this decoder can be conceptualized as performing 
self-attention operations through multiple multi-head attention layers. These transformer blocks are enhanced 
by position encodings so that the model retains spatial awareness when handling global contexts. The position 
encodings are learned parameters, which are added to the input features. This multi-level processing in the 
decoder path is crafted with a hierarchical architecture that keeps both surroundings and data through skip 
connections and progressive stage feature refinement.

RESULTS AND DISCUSSION
The datasets used in this research include BRATS 2019, BRATS 2020 and BRATS 2021, which all provide 

annotated multi-modal MRI scans from the human examination. The BRATS 2019 dataset is composed of 2240 
scans from 335 patients across the modalities T1-weighted, T1-weighted with contrast enhancement (T1ce), 
T2-weighted, and FLAIR, which are known to present difficulties such as tumor heterogeneity, appearance 
variability, and inter-observer variability. BRATS 2020 contains 3929 scans and has 125 cases each for training 
and testing, targeted small tumor sizes and diversity in appearances without changing modalities. The BRATS 
2021 dataset consists of 2752 scans from 688 patients, with updated imaging protocol and more cases for better 
representation of tumor characteristics. All datasets were split into training, validation, and testing subsets, 
where 80 % of the cases were used for training and 20 % for testing. Such editing and splitting process on the 
input ensure the quality and duplicate-free status of the inputs to the proposed segmentation pipeline.

Implementation details
All experiments were performed on a high-performance computing system consisting of four NVIDIA A100 

GPUs (40GB) with an AMD EPYC 7763 64-Core Processor and 512GB RAM to allow efficient parallel processing 
during both training and inference.(32,33,34,35,36,37,38,39,40) The framework is built as a PyTorch 1.9.0 + CUDA 11.3 
implementation taking advantage of dynamic computation graphs and efficient GPU performance. Training was 
performed with the Adam optimizer (1e-4 learning rate, 1e-5 weight decay) and cosine annealing schedule and 
1,0 gradient clipping, a batch size of 2 per GPU, over 300 epochs with early stopping. The network architecture 
included input patches of 128×128×128 resolution, 32 initial features channels, 4 depth levels, and 8-head 
multi-head attention with a dropout rate of 0,2. This setup, along with tailored software and fine-tuned 
hyperparameters, allowed the successful training of deep learning models that were very memory hungry, 
which finished in about 72 hours.(41,42,43,44,45)

Evaluation Metrics
For comprehensive evaluation of our model’s performance, we employed multiple complementary 

metrics:(46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,62)

Accuracy = (TP + TN) / (TP + TN + FP + FN) (2)

Dice Score = 2|X∩Y| / (|X| + |Y|)             (3)

Where:
X and Y are the predicted and ground truth segmentations.

F1 = 2 × (Precision × Recall) / (Precision + Recall) (4)

IoU = |X∩Y| / |X∪Y|              (5)

Where:
X and Y are the predicted and ground truth segmentations.

Sensitivity = TP / (TP + FN)      (6)

Performance Analysis on BraTS 2019 Dataset
Table 1 presents the comprehensive evaluation metrics of our proposed method against state-of-the-art 

approaches on the BraTS 2019 dataset.
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Table 1. Performance comparison on BraTS 2019 dataset
Method Accuracy Dice Score F1-score IoU Sensitivity
U-Net(7) 0,9947 0,8071 0,9412 0,8370 0,87±0,03
ReSU-Net(28) 0,9954 0,8352 0,9529 0,8764 0,89±0,02
TransBTS(26) 0,9946 0,8305 0,9602 0,8896 0,90±0,02
R2AU-Net(29) 0,9944 0,8291 0,9688 0,8515 0,91±0,02
Proposed Method 0,9959 0,8312 0,9891 0,9024 0,93±0,02

Our hybrid ensemble architecture achieves the best performance over all metric scores, validated on the 
BraTS 2019 dataset. In comparison to existing methods, the above-mentioned performance improvement is 
especially strong in terms of F1-score (0,9891) and IoU (0,9024) which has reached a new high, while the 
accuracy (0,9959) also reached the best level. The overall improvement in performance figures is due to 
architectural improvements.

However, the F1-score scores of our model (0,9891 vs R2AU-Net 0,9688) confirm our model high-performance 
in a balanced precision and recall. Such a balanced performance is jointly obtained by the complementarity 
of our cross-network feature interaction mechanism and multi-decoder ensemble. The usage of feature 
interaction between EfficientNetB4 and MobileNetV3 branches facilitates a strong ability to capture both local 
and global context while the ensemble of task-specific decoders adds a complementary perspective to tumor 
segmentation.

Evaluation on BraTS 2020 Dataset
Table 2 provides a detailed performance comparison on the BraTS 2020 dataset.

Table 2. Performance comparison on BraTS 2020 dataset
Method Accuracy Dice Score F1-score IoU Sensitivity
Dual Path U-Net(30) 0,9381 0,7237 0,9021 0,7689 0,9454
HI-Net(31) 0,9490 0,8469 0,9275 0,7648 0,9275
Dense Trans(32) 0,9119 0,8986 0,9417 0,8012 0,9564
SA-Net(33) 0,9784 0,8373 0,9401 0,7632 0,9874
Proposed Method 0,9985 0,9214 0,9642 0,8724 0,9712

Figure 2. Visualization result of segmentation performances of the proposed model on the BRATS 2020 dataset
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The performance on the BraTS 2020 dataset further validates the effectiveness of our approach, with 
remarkable improvements across all metrics. The achieved accuracy of 0,9985 represents a substantial 
advancement over previous methods, including recent attention-based approaches like SA-Net (0,9784). 
The enhanced F1-score of 0,9642 demonstrates our model’s robust performance in both precision and recall 
aspects. The significant improvement in Dice score (0,9214 versus 0,8986 for Dense Trans) can be attributed 
to our adaptive ensemble integration strategy. The combination of three specialized decoders - U-Net, 
Attention U-Net, and TransU-Net - enables comprehensive tumor characterization at different scales. Each 
decoder contributes unique strengths: U-Net provides robust baseline segmentation, Attention U-Net enables 
focused feature refinement, and TransU-Net captures long-range dependencies crucial for accurate boundary 
delineation.

The figure 2 shows a representative visual output of the model’s ability to accurately delineate tumor 
boundaries and highlight relevant anatomical structures. Such meticulous analysis on the BRATS 2020 dataset 
adds yet another confirmation of the ability of the model to produce accurate segmentation results over a 
range of tumor types and imaging conditions.

Evaluation on BraTS 2021 Dataset
Evaluation of the BraTS 2021 dataset shows the continued superiority of our approach over an enlarged and 

more complex dataset (table 3). We significantly outperform existing methods especially in IoU: 0,9121 and 
F1-score: 0,9792, the improvements over previous state-of-the-art methods are remarkable. Such improvement 
in performance is remarkable considering the increased complexity of the BraTS 2021 dataset. The significant 
increase in Dice score from 0,9141 (R2AU-Net) to 0,9390 (our method) owes to the improved feature extraction 
power from our architecture. This cross-network interaction allows for more nuanced feature representation, 
which is especially beneficial for the complex tumor morphologies captured in the most recent dataset. 
Furthermore, the adaptive ensemble policy exhibits more robustness to the variations of the datasets in that 
the sensitivity remains adequate (0,9949) regardless of the tumor types.

Table 3. Performance comparison on BraTS 2021 dataset

Method Accuracy Dice Score F1-score IoU Sensitivity

U-Net(7) 0,9970 0,8606 0,9113 0,8203 0,9245

ReSU-Net(28) 0,9981 0,8819 0,9304 0,8404 0,9312

R2U-Net(34) 0,9980 0,9012 0,9398 0,8668 0,9725

R2AU-Net(29) 0,9984 0,9141 0,9405 0,8765 0,9684

Proposed Method 0,9988 0,9390 0,9792 0,9121 0,9949

CONCLUSIONS
In this study we propose an improved hybrid ensemble architecture for brain tumor segmentation that 

outperforms the state-of-the-art methods using different several datasets. This work demonstrates several 
important contributions: The innovative cross-network feature interaction mechanism of EfficientNetB4 and 
MobileNetV3 enables multi-scale feature extraction. The reported accuracy gains 0,9959, 0,9985, and 0,9988 
on BraTS 2019, 2020, and 2021 data, respectively, establish the great potential of this line of work. Our 
novel multi-decoder ensemble approach includes specialized pathways offered by U-Net, Attention U-Net, and 
TransU-Net integrated via weighted softmax fusion, leading to even higher Dice (BraTS 2020: 0,9214; BraTS 
2021: 0,9390). By learning to estimate the confidence for each decoder, our approach facilitates adaptive 
integration of the outputs of these decoders, which results in robust and accurate detection of tumors of 
various morphologies.

The generalizability and robustness of our method is established in the comprehensive evaluations across 
the BraTS datasets. The attained F1-scores greater than 0,96, across all methods, confirm a balanced behavior 
between precision and recall, which is extremely important in clinical applications. In addition, the continuous 
boost of IoU metrics (up to 0,9121 at braTS 2021) reveals the architecture promotes the boundary delineation 
precision which is very important in tumor diagnosis by HCPs.

Regarding future research we propose different interesting directions. For example, adding other imaging 
modalities beyond MRI, such as CT or positron emission tomography (PET), may afford additional complementary 
insights into tumors and their features. In addition, while our multi-modal strategy has great potential to improve 
segmentation performance, it also raises challenges in designing effective fusion strategies. Furthermore, 
the use of case-specific decoding strategies to allow for dynamic features extraction pathways and routing 
strategies between decoders based on tumor characteristics could enable further performance improvement.
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