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ABSTRACT

This paper presents a theoretical framework for a tracking system, wherein we generalize the formulation 
of a tracking system designed for living beings and objects. Many tracking systems are typically developed 
within specific frameworks, either for tracking in limited or unlimited space. The latter often relies on 
technical tools dedicated to tracking living beings or objects. In this study, we propose a system theory that 
formulates the task of tracking both living beings and objects. Graphical modeling is widely employed in 
tracking to establish correct connections between the elements to be tracked and other components in the 
system. However, basing a tracking system on graphs in both its theoretical and practical aspects remains 
the optimal method for achieving a high-performing, relevant, and adaptable system in various situations. 
This paper introduces a tracking system based on graph learning and hypergraphs, fully leveraging direct and 
indirect relations while considering the order between multiple system links. Tracking is thus formulated as 
a search problem on graphs and hypergraphs, with vertices representing the elements of the system (living 
beings or objects), and edges representing the types of connections between these elements. We define 
a law governing the relationships between the vertices, managing the shared data between the elements 
of the system and other processes. Furthermore, examples of single and multi-context tracking situations 
demonstrate that the proposed system, in its theoretical foundation, outperforms existing systems.

Keywords: Tracking; Tracking System; Graph; Graph Learning; Hypergraph.

RESUMEN

Este artículo presenta un marco teórico para un sistema de seguimiento, en el que generalizamos la formulación 
de un sistema de seguimiento diseñado para seres vivos y objetos. Muchos sistemas de seguimiento suelen 
desarrollarse dentro de marcos específicos, ya sea para el seguimiento en un espacio limitado o ilimitado. 
Este último suele basarse en herramientas técnicas dedicadas al seguimiento de seres vivos u objetos. En este 
estudio, proponemos una teoría de sistemas que formula la tarea de rastrear tanto seres vivos como objetos. 
El modelado gráfico se emplea ampliamente en el rastreo para establecer conexiones correctas entre los 
elementos a rastrear y otros componentes del sistema. Sin embargo, basar un sistema de seguimiento en 
grafos, tanto en sus aspectos teóricos como prácticos, sigue siendo el método óptimo para lograr un sistema 
de alto rendimiento, relevante y adaptable en diversas situaciones. En este artículo se presenta un sistema 
de seguimiento basado en el aprendizaje de grafos y en hipergrafos, que aprovecha al máximo las relaciones 
directas e indirectas y tiene en cuenta el orden entre los múltiples enlaces del sistema. Así, el seguimiento se
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formula como un problema de búsqueda en grafos e hipergrafos, con vértices que representan los elementos 
del sistema (seres vivos u objetos) y aristas que representan los tipos de conexiones entre estos elementos. 
Definimos una ley que rige las relaciones entre los vértices, gestionando los datos compartidos entre los 
elementos del sistema y otros procesos. Además, ejemplos de situaciones de seguimiento en uno o varios 
contextos demuestran que el sistema propuesto, en su fundamento teórico, supera a los sistemas existentes.

Palabras clave: Seguimiento; Sistema de seguimiento; Grafo; Aprendizaje de Grafos; Hipergrafo.

INTRODUCTION
The development of an effective tracking system(1) has become a paramount area of interest for researchers, particularly 

in light of recent phenomena such as the COVID-19 epidemic. Designing a system capable of tracking diverse entities, 
including living beings, poses a significant challenge, necessitating the prediction of trajectories,(3) behaviors,(4) and other 
intricate factors. The learning problem associated with tracking systems(1) can be conceptualized as the emergence 
of a multipartite graph, wherein nodes and multipartite edges (hypergraph) interconnect,(5) forming a complex web 
of relationships. The ultimate objective is to develop a model capable of comprehensively capturing the information 
embedded within this graph.

A tracking system serves as a crucial tool for monitoring trending phenomena such as epidemics. This monitoring 
requires precision, efficiency, and scalability. Our aim in this research is to conceptualize a universal and adaptable system 
capable of addressing a wide range of topics, seamlessly descending into granularities to handle diverse scenarios.

The primary objective is to simulate a tracking system with the capability to detect potential threats. This system 
should ensure traceability of both objects and living beings, constituting a comprehensive traceability system. The system 
must be versatile enough to track various prototypes, including but not limited to COVID-19, kidnapping, terrorism, etc. 
The predetermined prototypes and their individual metrics are integral considerations in the design of this system.

The system’s implementation will be confined to a predefined geographical space that can extend indefinitely.(6) Its 
model will take the form of a hypergraph,(5) enabling communication between nodes to encompass multiple contexts. 
The activation of these contexts will be governed by a function with multiple variables, each generated by mathematical 
principles, thereby constituting an optimization problem. This function defines relationships between nodes, and multiple 
nodes may share the same function.

In a pioneering effort, this work establishes the foundational principle of our system. It is designed to perform intricate 
modeling between different types of tracked elements, enhancing the learning of their characteristics to comprehend 
both their current state and future behavior. 

Preliminaries
Elucidation and definitions
Tracking Concept 

Tracking(1) is the action of monitoring the state of objects, such as living beings, and determining the 
position or movement of an object or living being at a specific moment or over time. This can be achieved 
through various methods, ranging from the application of simple theories to the utilization of cutting-edge 
technologies. Tracking finds applications in diverse fields, including logistics, geolocation, surveillance, counter-
terrorism, and epidemiology. The remainder of this paragraph offers an overview of tracking, its historical 
context, fundamental concepts, and applications.

The history of tracking(1) dates back to antiquity when humans relied on footprints, animal tracks, and 
other signs to trail their prey and adversaries. Over the subsequent centuries, tracking techniques evolved for 
various purposes, including navigation, monitoring of wildlife, and criminal investigations. The foundational 
concepts of tracking involve identifying the object or living being to be tracked, measuring its movement, and 
calculating its location. Various techniques are employed to accomplish these tasks, including: 

•	 Tracking by signs: this method involves identifying and interpreting signs left by the object or 
person being tracked, such as footprints, tire tracks, or DNA evidence. Trackers of signs leverage their 
knowledge of the environment and the behavior of the object or being to locate and interpret these 
signs.

•	 Electronic tracking: the use of electronic devices such as GPS, RFID, and Bluetooth beacons to 
locate and monitor the movement of objects, vehicles, and people is known as electronic tracking. These 
devices emit signals that can be detected and used to calculate the location of the tracked object or 
person.

•	 Visual tracking: visual tracking involves using cameras and other visual sensors to monitor the 
movement of objects and people. Visual trackers employ computer vision techniques to analyze images 
and track objects or people in real-time. 

Data and Metadata. 2024; 3:.376  2 



•	 Tracking has myriad applications across various fields. Here are a few examples: 
•	 Wildlife tracking: tracking is employed to observe the movement and behavior of animals in their 

natural habitats. This information is crucial for studying their ecology, migration patterns, and social 
behavior.

•	 Criminal investigations: law enforcement uses tracking techniques to locate and monitor suspects, 
fugitives, and missing persons. It is also instrumental in gathering evidence in criminal cases, such as 
tracing a suspect’s movements before and after committing a crime.

•	 Transportation: tracking systems are used to monitor the movement of vehicles like trucks, ships, 
and airplanes. This information is utilized for enhancing route optimization, logistics management, and 
security.

Tracking System 
A tracking system is employed to monitor an object’s position, speed, behavior, or even the health of a living 

being. This versatile system finds applications in various domains, including epidemics, terrorism, kidnapping, 
and more. Often rooted in theoretical frameworks such as graph theory, these systems are later implemented 
with advanced technical equipment. The remainder of this paragraph will provide an overview of tracking 
systems, delving into their history, underlying principles, and diverse applications.

During the Second World War, the military pioneered the use of tracking systems to monitor and locate 
enemy aircraft. These early systems utilized radar technology to detect the presence and movement of 
aircraft. Subsequent decades witnessed the evolution of tracking systems for a multitude of purposes, ranging 
from navigation and wildlife tracking to logistics. A tracking system comprises three essential components: 
a transmitter, a receiver, and a processing unit. The transmitter, affixed to the target or the person being 
tracked, emits a signal that the receiver captures. Analyzing the signal’s strength and direction, the receiver 
then transmits this information to the processing unit, which determines the location of the subject or person 
being tracked.

Various technologies can be employed by tracking systems to transmit and receive signals. Here are a few 
examples:

•	 The Global Positioning System (GPS): GPS, a network of satellites, is utilized by the GPS satellite 
tracking system to transmit signals to ground-based GPS receivers. These receivers determine their 
location based on signals received from at least four satellites. 

•	 Radio frequency identification (RFID): RFID, a tracking system utilizing radio waves, identifies 
and tracks individuals or objects. RFID tags attached to items or people emit signals picked up by RFID 
readers. 

•	 Bluetooth Low Energy (BLE): BLE, a wireless communication technology, is employed in tracking 
systems for indoor positioning. BLE beacons installed in a structure emit signals that smartphones or 
devices with BLE receivers can use to determine their location. 

•	 Numerous applications for tracking systems span various industries. Here are a few examples: 
•	 Transportation: the transportation industry utilizes tracking systems to monitor the location and 

movement of vehicles, including trucks, ships, and airplanes. This information is crucial for logistics 
management, enhancing security, and optimizing travel routes. 

•	 Logistics: tracking systems in logistics facilitate the monitoring of goods flow across supply chains. 
These data are employed to manage shipments, track inventories, and enhance overall efficiency. 

•	 Security: tracking systems play a vital role in maintaining law and order and security applications, 
locating and monitoring suspects, runaways, and missing persons. They are also utilized for asset tracking 
to prevent theft and loss of valuable items. 

Graph Theory 
This section provides an overview of graph theory,(7,8,9,10,11) encompassing its background, fundamental 

principles, and practical applications.
The roots of graph theory can be traced back to the 18th century when mathematicians like Euler and 

Hamilton delved into solving problems related to the Königsberg bridges. This problem questioned the possibility 
of traversing all the bridges without crossing any twice. Euler introduced the concept of a graph, using it to 
represent the bridges and the land masses they connected, ultimately solving the problem.

A graph,(7,8,9,10,11,12,5) denoted as G, is a pair of numbers (V,E), where V is a set of vertices and E is a set of edges. 
Edges connect pairs of vertices, and in graph theory, they are commonly referred to as arcs or links. Graphs can 
be classified based on various criteria, such as being directed or undirected, weighted or unweighted, simple 
or multigraph. Directed graphs, or digraphs, feature edges with a specific direction, connecting ordered pairs 
of vertices (u,v), where u is the source vertex, and v is the destination vertex. Weighted graphs assign a cost or 
weight to edges, representing various quantities like distance, time, or capacity. Simple graphs lack self-loops 
and multiple edges connecting the same pair of vertices, while multigraphs allow both.
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Graph theory serves as a powerful mathematical tool applicable to abstractly represent and analyze real-
world scenarios.(9,12) It is employed across diverse fields to solve complex problems effectively and identify 
optimal solutions. Viewing it as a branch of information technology mathematics, graph theory studies data 
structures composed of nodes connected by edges. Graphs abstractly represent elements of a scenario as nodes 
(also called vertices or summits) and the relationships between these nodes as edges (also called arcs), offering 
a way to represent real-life situations abstractly. The theory enables the analysis of these data structures and 
employs specialized algorithms to solve problems. Several fields leverage graph theory for various applications:

•	 Information Technology: trees, graphs, and linked lists are examples of data structures represented 
by graphs. Algorithms for shortest paths, network traffic, and correspondence issues are frequently 
implemented using graphs. 

•	 The social sciences: graphs are utilized in network analysis to examine the structure and dynamics 
of social networks, simulating interactions between individuals, groups, and organizations. 

•	 Operational Research: graphs are employed in optimization problems, such as the traveling 
salesman problem, where the goal is to find the shortest route between a set of cities and the starting 
point. 

In our work, we extend our reliance to the generalization of graphs known as ’hypergraphs’,(5) allowing 
connections between more than two vertices. Hypergraphs find widespread use in computing, physical 
sciences, and social sciences. The conclusion of this paragraph provides an overview of hypergraphs,(12) their 
characteristics, and applications.

A pair (V,E) of hypergraphs H is called a hypergraph. V is a set of vertices, and E is a collection of non-empty 
subsets of V. Unlike a graph where an edge connects two vertices, a hyperedge in a hypergraph can connect 
any number of vertices. Formally, a hyperedge e can be defined as a subset of vertices with the formula 
E=v1,v2,...,vn. In this instance, e is termed a hyperedge of size n. A hypergraph is labeled ’uniform’ if each 
of its hyperedges is of the same size, otherwise, it is termed ’non-uniform.’ Several characteristics distinguish 
hypergraphs from graphs.

One of the most significant distinctions is the concept of the degree of a vertex. In a graph, the degree of a 
vertex is determined by the number of edges incident to it. In a hypergraph, the degree of a vertex is the number 
of hyperedges associated with it. Another crucial characteristic is the hyperdegree of a hyperedge, determined 
by the number of vertices it contains. In a uniform hypergraph, all hyperedges have the same hyperdegree, 
while in a non-uniform hypergraph, different hyperedges may have different hyperdegrees. The subsequent 
sentences in this paragraph will elaborate on prevalent operations that can be performed on hypergraphs.

• Union: Being given two hypergraphs H1=(V1, E1) and H2=(V2, E2) , Their union is a hypergraphe 
H=(V,E), where V=V1∪V2 and E=E1∪E2. 

• Intersection: Given two hypergraphs H1=(V1,E1) and H2=(V2,E2), their intersection is a hypergraph 
H=(V,E), where V=V1∩V2 and E=E1∩E2. 

• Product: Given two hypergraphs H1=(V1, E1) and H2=(V2,E2), their product is a hypergraph H=(V,E), 
where V=V1×V2 (the Cartesian product of V1 and V2), and E={(e1,e2)|e1∈E1 ande2∈E2}.

Hypergraphs find applications across various fields, exemplified by: 
•	 Computer Science: hypergraphs are instrumental in data clustering algorithms, where each 

hyperedge represents a cluster of data points. 
•	 Physique: hypergraphs are utilized in the study of complex systems, with each hyperedge 

representing a group of interacting particles. 
•	 Social Sciences: hypergraphs are applied in network analysis, where each hyperedge represents a 

group of individuals with similar characteristics or behaviors.

Usefulness of Graph Theory in Tracking Systems
It is crucial to integrate graph theory(10,11) into tracking systems. Graphs serve as effective representations for 

the diverse components of a tracking system,(1) including sensors, tracking objects, and their interconnections. 
They provide a visual depiction of how different elements within a system interact and are interconnected. 
Adopting this approach facilitates the development of robust tracking algorithms and enables the identification 
of potential enhancements by modifying the graph structure.

Graph theory(9) proves invaluable in representing and analyzing the movements of objects or individuals over 
time. For instance, it allows the modeling of an individual’s movements after testing positive for COVID-19 or 
monitoring child abductions. Elements to be tracked are defined as nodes on the graph, and the contextual 
connections between these elements are represented as edges. Graph algorithms can then be applied to find the 
shortest path between nodes or determine the most frequented points of passage for a tracked element.

Furthermore, graphs are adept at illustrating the relationships between different elements within a tracking 
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system, be it the various fields of application used for tracking an object or person or the diverse data collected 
by the system.(7,1) By leveraging graphs, a comprehensive understanding of the relationships and interactions 
between elements is attainable, offering valuable insights for optimizing the operation of the tracking system.(14) 

Categories of Tracking Systems
The various types of tracking systems share a common objective: to assess the effectiveness, precision, and 

reliability inherent to each system type. Results naturally vary based on specific applications, environmental 
conditions, and precision requirements. Tracking systems, like any technology, come with both advantages and 
disadvantages. The ultimate aim is to pinpoint the most suitable system to meet particular needs. Factors for 
comparison encompass precision and dependability, ease of use, costs, and adaptability. These systems can be 
categorized based on their data collection and analysis capabilities into four distinct types:

•	 Localization Tracking Systems: these systems track and map the position and movement of physical 
entities.(88) 

•	 Tracking Systems for Activities: this category involves tracking and recording the activities of physical 
or virtual entities.(80) 

•	 Performance Tracking Systems: such systems monitor and measure the performance of physical or 
virtual entities.(81) 

•	 Data Tracking Systems: this category encompasses systems designed to track and analyze data 
generated by physical or virtual entities.(18) 

In conclusion, the Preliminaries section lays the groundwork for a systematic and reliable exploration of 
evaluating the reliability of graph theory in tracking systems, it’s crucial to underscore that the quality of results 
is intricately tied to the quality of the data employed. When the data used to model a tracking system are 
both precise and comprehensive, graph theory proves highly valuable in comprehending system dynamics and 
addressing challenges. Conversely, if the data utilized are incomplete or inaccurate, the results derived may lack 
reliability.

Related work
Tracking based on graphs. A graph is made up of peaks (which can be pixels, superpixels, or object parts) 

and valleys (hyperhedron correspondence between the nodes). The graphs are used to predict the labels of non-
tagged summits. Algorithms based on graphs have been used successfully for object detection,(19) recognition of 
human activities,(20) and recognition of faces.(21) In general, trackers based on graphs use superpixels as nodes 
to represent the appearance of the object, whereas edges represent the internal geometric structure. Another 
strategy is to create graphs between the parts of the objects in different images. Many trackers have been 
created using graphs.(22,6,23,24,25)

Tracking has been successfully extended to multi-target scenarios in recent years.(26,27,28) The Multi-target 
tracking is not primarily focused on an appearance model. Appearances are an important indicator, but in MTT 
(Multi-Target Tracking) scenarios, relying solely on appearances can cause issues if the scene is highly cluttered or 
if the targets have the same appearance. Towards that end, some studies have focused on improving appearance 
models,(29) while others have combined target and target-not appearances.(30,31,32,33,34,35,3) Simple models are 
frequently used in MTT. For greater simplicity, many models are based on raw bitmap representations,(33,36,37,32,38) 
whereas color histograms are the most commonly used representation for modeling appearance in MTT approaches.
(34,39,40) Other approaches make use of covariance matrix representations, pixel comparison representations, SIFT 
characteristics, or pose characteristics.(41,42,43,44,45) Recently, deep neural network architectures have been used 
to model perception.(46,47,48) In these architectures, high-level features are extracted by convolutional neural 
networks entrapped for specific tasks.

A target’s movement model describes how the target moves. The movement index is an important indicator 
for MTT. Indeed, knowing the likely location of the target in future images reduces search space and improves 
the accuracy of the appearance model. The most commonly used migration models in the MTT are classified as 
linear and nonlinear migration models. A linear movement motif follows a linear movement at a constant speed 
from one image to the other. This simple movement model is one of the most popular in MTT.(29, 90, 91, 92, 93) However, 
linear movement models are frequently incapable of dealing with occlusion over time. To improve this, nonlinear 
movement models with more precise predictions have been proposed.(49,50,51)

The majority of tracking techniques assume that each target has independent movement patterns. This 
simplification may be problematic in the bound scenes. Interaction models capture the interactions and forces 
between different targets in a scene.(52,53,54) The most common interaction models are the social force model 
introduced by Helbing et al.(52) and the mass movement model.(53) The social power model is also known as 
the group power model. In these models, each target responds to a potential energy source caused by force 
interactions (repulsive or attractive) with other objects while attempting to maintain a desired speed and 
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direction of movement.(30,31,32,33,34,35,3) The models of mass movement are another type of interaction model used 
in the MTT and are inspired by the literature on mass simulation.(55,56) This type of model is typically used for 
entangled scenes.(57,58,59,60,61,62) The main disadvantage of most of these methods is that they are limited to a few 
terms of force designed for the hand, such as collision avoidance and group attraction. Recently, Arahi et al.(31) 
proposed using long short-term memory networks for reasoning with multiple people (dubbed LSTM social). They 
presented a framework for forecasting the long-term trajectory of all targets.

To our knowledge, there hasn’t been a comprehensive review of the literature on the topic of the following 
several objects. However, there are other reviews related to the tracking of many objects; we categorize these 
studies into four groups and discuss the differences with the others as follows.

•	 The first series(65,4,66,64,63) deals with tracking as an individual component, whereas this work specifically 
deals with various elements of tracking several objects. For instance, object tracking is treated as a step 
in the process of high-level tasks such as foul model simulation.(65,4,66) The following of objects is also 
examined in a study(64,63) as a component of a system for behavior recognition(64) or video surveillance.(63) 

•	 The second series(67,69) is devoted to general visual tracking approaches(67,68) or to specific problems 
such as models of appearance in visual tracking.(69) In contrast, their inquiry area is more extensive than 
ours and is focused on the tracking of numerous objects. 

•	 The third series(70,71) presents and discusses benchmarks for visual object tracking in general(70) and 
multi-object tracking in particular.(71) Instead of reading literary reviews, their focus is on experimental 
studies. 

•	 The fourth series(72) reviews recent advancements and developments in object detection made possible 
by deep learning. The subject is related to the last yet different. While the MOT must combine these data 
over multiple photos to generate the object’s trajectories, object detection can provide observations for 
tracking based on detection by localizing the potential locations of the object in each image. To determine 
the object’s trajectories, multiple photos are needed. 

Several systems of tracking multiple objects use tracking-by-detection as a general framework.(18,73,74) In this 
context, objects are first identified and then linked to various photographs. Due to concurrent developments in 
multiple object detectors,(75,76,77,78) the strategies that follow this line of approach focus more on the element 
of data association for the following. These methods can be divided into two main categories: local and global 
monitoring methods. The local methods(79,80,81) only consider two photos when associating data. This makes them 
calculatingly effective, but their performances are sensitive to factors that are irrelevant to tracking, such as 
camera movement, stance variation, etc. Contrary to local methods, global strategies(82,83,84) accomplish data 
association by using a larger number of images. Recent approaches in this direction turn data association into a 
network flow problem.(85,86,87,88)

Problem formulation
•	 The type of connection or the establishment of an inter-node link is defined based on the value of 

the  law, as illustrated in figure 1. This figure represents the modeling of a multi-context tracking system, 
incorporating zero or multiple context-type relationships between nodes. The modeling includes indirect 
relations and the implementation of tracking laws specifying the type of direct relations among system 
elements. This approach is based on the principle of hypergraphs.

•	 Each node can interact with other nodes in various contexts. In fact, a studied hypergraph may have 
several context graphs, as shown in figure 1, defining the modeling of a tracking system with separate 
contexts. Each node can have one or more clones (duplicates) for other clouds of contexts, resulting in 
multiple context graphs for the original hypergraph.

1. Depending on the context, each node may have a dynamic clone. 
2. There is always a connection between the traits of each node and its clones. 
3. Since the metric used to define the type of connections differs for each pair of nodes in the 

system, it’s possible that one pair of nodes contains fewer contexts than others. 
4. The maximum number of contexts that can exist between pairs of nodes is the size of the system’s 

contexts. 
5. The data from each node is presented in the following order: public, neighborhood, and private. 
6. In this stage, the shared data structure between nodes is not highlighted. 
7. Each pair of nodes can have an infinite number of relationships. 
8. The characteristics are updated when the clone of the node returns to its environment or leaves 

for another environment. Some fundamental questions arise at this point: 
•	 What parameters (context, etc.) should be activated in each environment? 
•	 What parameters (context, etc.) are shared between all environments? 
•	 What are the management rules and the definition of these parameters? 
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Figure 1. Modeling of a multi-context tracking system

Figure 2. Modeling of a context-separated tracking system

1. Moving each node from one environment to another triggers a metric, leading to the question: 
•	 How will it be detected that a node has changed the environment? 

2. Once it’s certain that a node has changed the environment, a trigger will cause the system to 
update the node’s profile (i.e., a dynamic system). 

3. Zones and sub-zones (contextual zones) can be created, where each zone communicates with 
others through common data between contexts. 

4. The directions of all nodes need to be registered in a structure. 
5. It’s necessary to know all the contexts of the nodes and consider both old and new contexts. 
6. The method of communication between nodes is crucial (mail, IoT, etc.), as well as the types of 

data (structured, unstructured, ...). This information will be processed later in a data preprocessing 
layer. 

7.  Each node in a tracking system has communication characteristics. 
•	 Example: the common point between persons X, Y, and Z is the context of scientific research, 

which can be communicated either by direct or indirect means, as shown in figure 2. This is 
a modeling of a single-context tracking subsystem, where one or more nodes can be in other 
subsystems.
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Figure 3. Modeling of a single-context tracking system

Robustness analysis and proposed system approach
Two situations need to be taken into account in a tracking system, that of an oriented system figure 4 and 

that of a non-oriented system figure 3. In the course of this research, we have paid particular attention to the 
case of an oriented tracking system.

Basic Concepts of a Tracking System

Ts=〈V,E,δ,Ψ,I-,I+〉

Where:
V: Set of vertices “nodes”. 
E: Set of edges “link”. 
δ:E⟶V×V/{{x,y}|(x,y)∈V^2∧x≠y}. Incidence function that associates to each edge, a pair of vertices. 
Ψ: Delta Tracking Law (DTL). The law defines the type of direct relationship between the elements in the system.
I-:V×E↦∑(xi,xj)∈Vn)∈Vn  Σ(xi,xj). xi≠xj; i≠j. Is the application of the previous nodes. 
I+:V×E↦∑(xi,xj)∈Vn)∈Vn  Σ(xi,xj). xi≠xj; i≠j Is the application of the following nodes.

We also use the notion : 
I=I+-I- and I is called the impact matrix of the system.

Contextual System
A contextual tracking system is a couple of: 
∑=〈Ts,Ctx〉

Where:
Ts is the tracking system. 
Ctx is the initial context, it is an application.
Ctx:V↦δ
Ctx(V) is the number of contexts contained in the node V, these are the different contexts that a node can have.

Associated tracking system and matrix concepts
We can associate a tracking system with a hypergraph which has nodes that can have several shapes according 

to the contexts they belong to. One or more arcs link a node to a DTL if and only if I-(v,ψ)≠0. One or more arcs 
connect a DTL to a node if and only if I+ (v,ψ)≠0. The non-zero values of the matrices I- and I+ are associated 
with the arcs as labels (by default it takes the values of context IDs).

All tracking systems are perfect
An oriented tracking system Ts is perfect if and only if: 

∀v∈Vand∀ψ∈Ψ:I-(v,ψ)⋅I+(v,ψ)=0

The system does not include any elementary loop, i.e. no Ψ law having the same node in input and in output.
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Signage
The signaling S, is the data neighborhood that the node can propagate with the outside. The signaling can 

be represented by a multi-dimensional vector, having for length the number of contexts taken by the node. The 
system must be treated in two directions for these edges E, we define the first direction of stops according to 
the first belonging to the context.

I-, I+, and I are matrices whose number of rows is equal to the number of vertices, and the number of 
columns is equal to the number of DTL.

We note I- (.,ψ), I+ (.,ψ) and I(.,ψ) the columns of these matrices associated to a ψ law.
There are two cases to be dealt with in a tracking system, that of an oriented system figure 4 and that of a 

non-oriented system figure 3. In this study, our main focus is on the case of an oriented tracking system. Let us 
consider for example figure 4. It defines a oriented tracking system with a maximum of three contexts, direct 
and indirect relations, as well as the tracking law that defines the context of relation between the elements 
of the system and the indication of the number of contexts activated for each pair of nodes, tha’s define as 
follows:

Figure 4. Modeling a non-oriented tracking system with up to three contexts

We then have:
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The initial signage is: 

Figure 5. Modeling an oriented tracking system with up to three contexts

DSi is a data structure shared by the node according to its context. The DSi can contain different types of 
public, private and neighbor data from nodes in different contexts.

DTL is a traversable law
A Ψ law is said to be traversable if and only if: 

∀v∈V,S(v)⩾I- (v,ψ) 

We can express that ψ is traversable by the notations: 

 S⩾I- (.,ψ) 
 S→ψ

For example in figure 4, an oriented tracking system with initial signaling: 

Where the elements of S represent the number of data structures DSi according to the context for each law ψi.
The laws ψ1 and ψ3 are traversable because: 
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Transversal of a law Ψ
If ψ is traversable for S signaling, traversing ψ gives a new S’ signaling such that: 

For example in the system of figure 4, we discuss the traversement of ψ1 from the initial S signaling, so we 
get the following S’ signaling: 

Conflict and parallelism
Structural conflict

Two DTLs ψi and ψj are in structural conflict if and only if they have at least one vertex in common:

Effective conflict
Two DT Ls ψi and ψj are in effective conflict for a signaling S if and only if ψi and ψj are in structural conflict 

such that: 

Structural parallelism
Two DTLs ψi and ψj are structurally parallel if.

They have no common entry vertex (the scalar product of their I- vectors is null)

Effective parallelism
Two DTLs ψi and ψj are effective parallel for a given signaling S if and only if they are structurally parallel:

Basic concepts
In the oriented tracking system of the figure 4, the DTLs  and  are in structural conflict since: 
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On the other hand the ψ5 and ψ7 laws are structurally parallel. Indeed:

For initial signaling S, the laws ψ1 and ψ2 are ineffective conflict.
If we now consider the signalling.

W ⃗ the vector whose components the 0 values in S’ represent respectively v1 and v6 that they have no 
context to take, which can be considered as a contestable element, then the laws ψ5 and ψ7 are effectively 
parallel (they can be traversed independently of each other).

Traversable sequence
We consider figure 4 three signals S0, S1 and S2, S0 →(ψ2) S1 and S1 →(ψ4) S2, we say that the sequence (ψ2,ψ4) 

is traversable from S0, which:

 S0 →(ψ2,ψ4)S2

Let W ⃗ be the vector whose components W ⃗(Ψ) are the number of activation of Ψ laws (number of 
occurrences) in a traversal sequence S. This vector is called the characteristic vector of S. Its dimension is equal 
to the number of Ψ laws in the tracking system.

Still considering the tracking system of the figure 4, we have for example for the sequence S=(ψ2,ψ2,ψ3):
It is assumed that:

Where we simulate this time DSi the data structure shared with the nodes, by the quantity of the cotexts 
shared with the nodes.
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The evolution of the signalisations of a tracking system is then given by the fundamental equation I⋅¯S.

For our example:

The possibility of creating signaling graphs is a fascinating prospect, especially in a particular context. 
The notion of signaling graphs can be interpreted in a variety of ways, depending on the application domain 
or context. A concrete example might be a signaling graph, a graphical representation in the form of a tree 
structure, highlighting the exchange of data between different components of a tracking system. These graphs 
are of crucial importance in various fields, such as telecommunications, molecular biology, financial markets, 
crisis management (terrorism, kidnapping, epidemics), computer science and artificial intelligence.

Each field interprets and applies these signaling graphs in its own specific way, using them as visual tools 
to understand information flows, interactions, or signals that influence decisions. Whether we’re talking 
about communication networks, biological processes, financial indicators, or mechanisms for robustly tracking 
phenomena that have a direct impact on society, such as terrorism, kidnapping or epidemics, these graphs are 
proving to be invaluable tools. In this way, our tracking system could evolve into a powerful tool for analyzing 
and optimizing various complex systems.

We can build signaling graphs, for example: 

Here are some possible developments of this idea in different contexts:

Telecommunications Network
In the field of telecommunications, signaling graphs could refer to graphical representations of signaling 

flows between network nodes. This could include signaling protocols such as SIP (Session Initiation Protocol) in 
VoIP communications.
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Molecular Biology
In molecular biology, signaling graphs could represent cellular signaling pathways, showing how signaling 

molecules interact within cells to regulate various biological processes.

Finance and Market Analysis
In the financial domain, signaling graphs could represent indicators or signals that influence investment 

decisions. For example, graphs could illustrate correlations between different financial indicators.

Computer Science and Distributed Systems
In computer science, signaling graphs could refer to the graphical representation of signal exchanges 

between different components of a distributed system. This could include messages, events, or other forms of 
communication between modules.

Machine Learning and Neural Networks
In the field of machine learning, signaling graphs could represent the propagation of signals through the 

layers of a neural network. This could be used to understand how information is processed and propagated 
through the model.

Terrorism
In the context of counterterrorism efforts, signaling graphs can be applied to analyze patterns of 

communication and coordination among suspected individuals or groups involved in terrorist activities. By 
mapping out the network of communication, security agencies can gain insights into potential threats and take 
preventive measures to ensure public safety.

Kidnappings
For law enforcement and security purposes, signaling graphs can be utilized to study and understand 

communication patterns related to kidnapping incidents. Analyzing the network of communication among 
perpetrators, accomplices, and potential victims can aid in tracking and preventing kidnapping cases. This 
approach contributes to the development of effective strategies for law enforcement agencies.

Epidemics
In the field of public health, signaling graphs play a crucial role in tracking the spread of epidemics. By 

modeling the interactions between individuals, monitoring travel patterns, and analyzing communication 
networks, health authorities can predict and respond to the spread of infectious diseases. Signaling graphs 
contribute valuable insights for implementing containment measures and mitigating the impact of epidemics 
on communities.

Depending on the specific context in which the idea is introduced, it would be important to provide additional 
details for a deeper understanding and to guide the development of this idea in a particular direction.

Set of accessible signage
The set of accessible signage AS(Ts,S0) of a signaled tracking system is the set of signages that can be reached 

from the initial signage S0 by a traversal sequence.

We can, when this set is finite, represent it as a graph GAS(Ts,S0).
This graph has for set of vertices the set of accessible signalizations AS(Ts,S0), a directed arc connects 

two vertices Si and Sj if there exists a traversables DTL allowing to pass from a signalizations to another one 
according to an activated context: Si→Ψ Sj

In general, the arcs of the graph are labeled according to the context and the corresponding ψi law.

Set of rules and tracking system
Tracking System

We have observed that a tracking system can be conceptualized from one of the following perspectives: 
A graph with multiple types of edges exhibiting dynamic behavior. 
A collection of matrices whose dynamic behavior is elucidated by the fundamental equation of the linear 

system. 
The tracking system can also be viewed as a knowledge production system (deduction system), alternatively 

known as a rule system. It is based on knowledge representation in the form:

Data and Metadata. 2024; 3:.376  14 



System of rules
A system of rules, regulations, or knowledge creation is established with the following characteristics: 
It is grounded in facts, where a context of known facts is enhanced by rules that enable the deduction of 

new facts. 
It utilizes an inference mechanism, specifically deduction. 
The inference mechanism involves listing all rules (contexts) at each system iteration and iteratively 

traversing that list. When a rule’s prerequisites for a certain situation are met, the rule becomes applicable. 
The inference mechanism stops if no rule is applied or if a final fact (conclusion) is confirmed.

In a complex environment, multiple rules may be applicable, and the outcome of deduction may vary based 
on whether one applies one rule at a time or all simultaneously. The fundamental mechanism often selects the 
first encountered option without considering other possibilities, leading to a scenario known as conflict when 
multiple rules apply. Conflict resolution, also referred to as control, defines the inflection mechanism, which 
can become intricate.

In the case of a tracking system: 
The foundation of the rules lies in the matrices I- and I+, exploited by column (i.e., the entire set of laws ψi 

with their traversal rules). 
The initial context is the original initial signaling. 
Conflict resolution is influenced by concepts in the parallel law Ψ (where the traversal order is random) and 

conflict transitions (when the outcome depends on the traversal order). In cases of ineffective conflict between 
two laws ψi and ψj, one law is chosen to be followed, while the other is left unfollowed.

Grammar
A tracking system, on the other hand, represents a very specific type of rule system. The knowledge base 

is not general, as it is constructed solely based on the concept of node signalizations, i.e., the values of a 
complete set of attributes.

This concept can be expressed using constructed words in an alphabet. The alphabet is a set of node 
identifications, such as {v1,v2,v3}, for example. Signalizations, where node v1 contains three contexts according 
to law ψ2 and node v3 contains three contexts according to law ψ4, can be represented as follows:

We can define an application ψ that, given any signal S, associates a word ψ(S) in v*.v*, where v* is the set 
of finite sequences of elements of V including the empty element ψ. The specific class of rule-based systems 
corresponding to tracking systems is known as a grammar (word-rewriting system).

The grammar G=〈T,Q〉 associated with the network Ts=〈V,E,δ,Ψ,I-,I+〉 is defined by: 
Its terminology T. 
The entire set Q of rewriting rules:

https://doi.org/10.56294/dm2024.376 

 15    Ariss A, et al



https://doi.org/10.56294/dm2024.376 

Is is the initial signalization S from the tracking system, corresponding to Is=ψ(S), from which new words can 
be derived, creating a tracking chain. When considering traversal sequences, if Ψ is viewed as an alphabet, Ψ* 
represents the entire set of traversal sequences, and for the elements of Ψ*, the order in which the elements 
appear is important. Signalizations, on the other hand, are elements of V* where order is irrelevant.

For example, consider the non-oriented tracking system in figure 3. If we view it as a grammar, we have:

The entire set of available signalizations can then be written as:

This aspect is significant as it allows for concise notations and, more importantly, bridges the gap between 
our tracking system and artificial intelligence techniques. 

To sum up our findings, this section has presented a detailed initial contribution on the theory of a 
tracking system, this system can be viewed from various perspectives, each with its own set of advantages 
and disadvantages. A reasonable-sized graph produces an easily transferable description that clearly explains 
certain synchronization mechanisms. The number of data types for each node is characterized in signalizations, 
and each type exists in a flow, which will be passed later in the edges corresponding to the context.

The material aspect, as summarized by the fundamental equation, characterizes a subset (since  must be 
a traversable sequence) of the signalizations accessible via a linear equation system. This is critical during the 
analysis.

A tracking system can be considered as a particular rule system. This aspect is particularly interesting during 
production in more general context-oriented artificial intelligence techniques.

Advantages of tracking systems
A tracking system based on graph theory and hypergraph theory can offer several advantages, including: 
Clear Representation of Relationships: graphs and hypergraphs provide a clear and easily understandable 

representation of relationships between various elements. This facilitates data visualization, trend detection, 
and model identification.

Effective Data Manipulation: hypergraphs excel in modeling complex data that might be challenging to 
represent using traditional graphs. This enables efficient processing of large datasets.

Identification of Groups and Communities: graphs and hypergraphs can identify groups and communities of 
elements sharing common characteristics. This is valuable for analyzing social networks, detecting fraud, and 
identifying clusters of similar users.

Real-time Tracking of Data Changes: graphs and hypergraphs can be updated in real-time to reflect changes 
in the data. Real-time tracking enables the detection of significant changes as data evolves.

Adaptability to Different Data Types: graphs and hypergraphs are versatile in representing various data 
types, including structured and unstructured data. This versatility supports comprehensive data analysis and a 
holistic representation of relationships between diverse elements. 

CONCLUSIONS 
This paper uses the concepts of graphs and hypergraphs to provide a theoretical tracking system for both 

live things and objects. In contrast to previous techniques based just on graphs, the suggested method offers 
broad application by modeling a multi-context linking system. Based on hypergraphs, our method extends to 
graphs as a particular instance and presents a tracking law for data processing and sharing. This new tracking 
law allows for many system interactions, resulting in a flexible and dynamic approach that may be used in a 
variety of situations. In order to increase the system’s flexibility, future work should concentrate on improving 
system performance and improving theoretical elements.
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