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ABSTRACT

Brain cancer remains one of the most challenging medical conditions due to its intricate nature and the critical 
functions of the brain. Effective diagnostic and treatment strategies are essential, particularly given the high 
stakes involved in early detection. Magnetic Resonance (MR) imaging has emerged as a crucial modality for the 
identification and monitoring of brain tumors, offering detailed insights into tumor morphology and behavior. 
Recent advancements in artificial intelligence (AI) and machine learning (ML) have revolutionized the analysis 
of medical imaging, significantly enhancing diagnostic precision and efficiency. This study classifies three 
primary brain tumor types—glioma, meningioma, and general brain tumors—utilizing a comprehensive dataset 
comprising 15,000 MR images obtained from Kaggle. We evaluated the performance of six distinct machine 
learning models: K-Nearest Neighbors (KNN), Neural Networks, Logistic Regression, Support Vector Machine 
(SVM), Decision Trees, and Random Forests. Each model’s effectiveness was assessed through multiple 
metrics, including classification accuracy (CA), Area Under the Curve (AUC), F1 score, precision, and recall. 
Our findings reveal that KNN and Neural Networks achieved remarkable classification accuracies of 98,5 % 
and 98,4 %, respectively, significantly surpassing the performance of other evaluated models. These results 
underscore the promise of ML algorithms, particularly KNN and Neural Networks, in improving the diagnostic 
process for brain cancer through MR imaging. Future research will focus on validating these models with 
real-world clinical data, aiming to refine and enhance diagnostic methodologies, thus contributing to the 
development of more accurate, efficient, and accessible tools for brain cancer diagnosis and management.

Keywords: Brain Cancer; MRI; Data Mining; Machine Learning; Classification; Glioma; Meningioma; Neural 
Networks; K-Nearest Neighbors; Diagnostic Imaging.

RESUMEN

El cáncer cerebral sigue siendo una de las afecciones médicas más desafiantes debido a su naturaleza intrincada 
y las funciones críticas del cerebro. Las estrategias de diagnóstico y tratamiento efectivas son esenciales, 
en particular dada la gran importancia que implica la detección temprana. La resonancia magnética (RM) 
ha surgido como una modalidad crucial para la identificación y el seguimiento de los tumores cerebrales, 
ofreciendo información detallada sobre la morfología y el comportamiento del tumor. Los avances recientes 
en inteligencia artificial (IA) y aprendizaje automático (ML) han revolucionado el análisis de imágenes 
médicas, mejorando significativamente la precisión y la eficiencia del diagnóstico. Este estudio clasifica tres 
tipos principales de tumores cerebrales (glioma, meningioma y tumores cerebrales generales) utilizando 
un conjunto de datos completo que comprende 15 000 imágenes de RM obtenidas de Kaggle. Evaluamos
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el rendimiento de seis modelos distintos de aprendizaje automático: K-Nearest Neighbors (KNN), redes 
neuronales, regresión logística, máquina de vectores de soporte (SVM), árboles de decisión y bosques 
aleatorios. La eficacia de cada modelo se evaluó a través de múltiples métricas, incluyendo la precisión de 
la clasificación (CA), el área bajo la curva (AUC), la puntuación F1, la precisión y la recuperación. Nuestros 
hallazgos revelan que KNN y las redes neuronales lograron precisiones de clasificación notables del 98,5 % y 
el 98,4 %, respectivamente, superando significativamente el rendimiento de otros modelos evaluados. Estos 
resultados subrayan la promesa de los algoritmos de aprendizaje automático, en particular KNN y las redes 
neuronales, para mejorar el proceso de diagnóstico del cáncer cerebral a través de imágenes por resonancia 
magnética. Las investigaciones futuras se centrarán en la validación de estos modelos con datos clínicos 
del mundo real, con el objetivo de refinar y mejorar las metodologías de diagnóstico, contribuyendo así al 
desarrollo de herramientas más precisas, eficientes y accesibles para el diagnóstico y el tratamiento del 
cáncer cerebral.

Palabas clave: Cáncer Cerebral; Resonancia Magnética; Minería De Datos; Aprendizaje Automático; 
Clasificación; Glioma; Meningioma; Redes Neuronales; K Vecinos Más Cercanos; Diagnóstico Por Imágenes.

INTRODUCTION
Cancer remains one of the most critical public health concerns globally due to its complexity, heterogeneity, 

and aggressive nature. Despite significant advancements in medicine, early diagnosis and effective treatment 
for many cancers, including brain cancer, remain challenging. Brain cancer, in particular, is notorious for its 
high mortality rate and limited treatment options, largely due to the sensitive location and invasive nature 
of tumors in the brain.(1) The American Cancer Society projects that the number of new cancer cases will rise 
to 27,5 million by 2040, nearly doubling the 14,1 million recorded in 2012. Despite improvements in cancer 
treatment, survival rates for many cancers, including brain tumors, remain low.(2)

Brain tumors are among the most life-threatening forms of cancer, with brain cancer being the 21st most 
common type of cancer globally. Central nervous system (CNS) tumors, of which 90 % are brain tumors, pose 
unique diagnostic challenges due to their complex structure and critical location within the body. Moreover, 
treatments for brain tumors incur high costs, with a mean treatment expense of approximately $62,602 per 
patient to extend life expectancy by 16,3 months using modern treatment techniques. This high financial 
burden is compounded by a five-year survival rate of only 72,5 %, despite advances in surgical, radiological, 
and pharmaceutical interventions.(3)

Magnetic Resonance Imaging (MRI) is a vital tool in the early diagnosis and monitoring of brain tumors, 
offering detailed images that can reveal the size, location, and extent of malignancies.(6) However, brain tumor 
diagnosis using MRI alone is prone to human error, often leading to high false-positive rates or difficulty in 
identifying early-stage tumors. The complexity of brain cancer necessitates more accurate, reliable methods 
for classification, which is where artificial intelligence (AI) and machine learning (ML) have proven particularly 
effective.(4)

Machine learning algorithms, when applied to MR images, can significantly enhance the diagnostic process 
by identifying subtle patterns in the data that may not be readily apparent to the human eye. These models 
can classify brain tumors more accurately and efficiently than traditional methods, enabling early detection 
and more personalized treatment approaches.(5) ML models have demonstrated their ability to reduce false 
positives, increase sensitivity, and improve specificity, which are critical factors in brain cancer diagnosis. 
Moreover, machine learning models such as Neural Networks (NNs), K-Nearest Neighbors (KNN), and Random 
Forests (RF) have been successfully employed to automate the classification of brain cancer, showing impressive 
accuracy levels in distinguishing between different tumor types.(6)

This study aims to quantitatively assess the classification performance of six machine learning algorithms—
KNN, Neural Networks, Logistic Regression, SVM, Decision Trees, and Random Forests—in accurately distinguishing 
between glioma, meningioma, and general brain tumors. Utilizing a Kaggle dataset of 15,000 MR images, we 
evaluate each model’s effectiveness based on classification accuracy, AUC, F1-score, precision, and recall. The 
objective is to identify the model achieving the highest classification accuracy and reliability, with the goal of 
enhancing early detection and prognosis capabilities in brain cancer diagnosis.(7)

Related work
Machine learning (ML) and artificial intelligence (AI) have made significant contributions to medical imaging, 

particularly in diagnosing complex diseases like brain cancer. Numerous studies have employed various ML 
algorithms to analyze Magnetic Resonance Imaging (MRI) data, improving the accuracy and speed of tumor 
detection and classification. This section reviews recent research focused on applying machine learning 
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techniques to brain cancer diagnosis using MRI, highlights their limitations, and outlines the gap that the 
current study addresses.

In recent years, machine learning models have become pivotal in improving brain tumor classification. One 
study employed deep learning models to automate brain tumor detection using MRI, achieving remarkable 
accuracy in distinguishing gliomas, meningiomas, and pituitary tumors.(8) The use of convolutional neural 
networks (CNNs) has been especially popular, as they can automatically extract and analyze image features. 
For instance, in their research, Sajjad et al. (2019) developed a CNN-based method that achieved over 94 
% classification accuracy on MRI images of brain tumors, demonstrating that deep learning can outperform 
traditional image processing techniques.(9) However, deep learning approaches, while highly accurate, often 
require extensive computational resources and are prone to overfitting, particularly with small datasets.

Other studies have focused on more traditional machine learning algorithms. Support Vector Machines 
(SVMs) and Random Forests (RF) have been applied extensively to MRI datasets for brain tumor classification. 
For example, Kaur and Gandhi (2021) compared SVM and RF models on MRI images, finding that RF achieved 
higher classification accuracy, though both models required extensive preprocessing and feature engineering 
to be effective.(10) While these studies highlight the strength of ensemble learning techniques like RF, they also 
underscore the challenge of feature selection, which can significantly affect model performance.

The K-Nearest Neighbors (KNN) algorithm has also been widely used in medical image classification due 
to its simplicity and efficiency. A study by Babu et al. (2022) demonstrated that KNN could achieve good 
performance in brain tumor classification, although its accuracy dropped when dealing with high-dimensional 
data.(11) The performance of KNN can be sensitive to the choice of distance metric and the value of k, which 
makes parameter tuning crucial for optimal results. Despite these challenges, KNN remains a popular choice for 
medical imaging due to its ease of implementation and low computational cost.

Neural Networks (NNs) have been applied to brain cancer diagnosis with considerable success. Shankar et 
al. (2020) demonstrated that a simple feedforward neural network could outperform other machine learning 
models when applied to a small MRI dataset of brain tumors, achieving an accuracy of 96,3 %.(12) However, like 
deep learning approaches, neural networks can suffer from overfitting when trained on limited data and may 
require large amounts of computational power. Additionally, Shankar’s study emphasizes the importance of 
regularization techniques and cross-validation to mitigate these risks.

Despite the progress made, many studies have primarily focused on individual models or relatively simple 
comparisons between two or three techniques. Few have explored the comparative performance of multiple 
models using more user-friendly data mining tools like Orange, which simplifies data preparation, visualization, 
and algorithm testing. While Orange is frequently used in educational settings, its application in medical imaging 
and brain cancer detection is underexplored in the literature. This study aims to fill this gap by evaluating 
the performance of six different machine learning models—KNN, Neural Networks, Logistic Regression, SVM, 
Decision Trees, and Random Forests—using the Orange data mining suite. By comparing these models on a 
large MRI dataset consisting of 15 000 images, we seek to provide a more comprehensive evaluation of model 
performance in brain cancer classification.

Moreover, the study addresses the challenge of handling large and diverse datasets by employing advanced 
feature selection techniques and dimensionality reduction, which are crucial when working with high-
dimensional medical data. The comparative performance of KNN and Neural Networks, in particular, will be 
highlighted to determine which is more effective for brain tumor classification when applied to large MRI 
datasets. While previous studies have demonstrated the effectiveness of these models individually, their direct 
comparison within a unified framework, such as Orange, represents an important contribution to the field. 
Ultimately, the goal is to advance the use of machine learning in medical imaging and improve the diagnostic 
process for brain cancer.

METHOD
This section outlines the methodology used to analyze and classify brain cancer using Magnetic Resonance 

Imaging (MRI) data. The primary objective is to compare the performance of various machine learning models 
in detecting and classifying different types of brain tumors, specifically glioma, meningioma, and general brain 
tumors. The Orange data mining tool was selected for this analysis due to its user-friendly interface, robust 
machine learning capabilities, and comprehensive data preprocessing features.(13) The process involved several 
key steps: data acquisition, preprocessing, model training, and evaluation.(14)

Data Acquisition
The dataset (https://www.kaggle.com/datasets/obulisainaren/multi-cancer) used for this study is publicly 

available on Kaggle and contains approximately 15 000 MRI images categorized into three main types of brain 
tumors: glioma, meningioma, and general brain tumors as shown in figure 1. The dataset was chosen for its 
large size and comprehensive labeling, which made it suitable for training and evaluating machine learning 
models.(15)
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Figure 1. Types of brain cancer

Preprocessing of MR Images
MRI data, especially for medical image classification tasks, typically requires extensive preprocessing to 

enhance the quality of the input data and reduce noise.(16) Preprocessing is critical because medical images 
often contain artifacts that can affect the performance of machine learning models. The following steps were 
undertaken for preprocessing:

1. Image Resizing: All MRI images were resized to a uniform resolution of 128x128 pixels to ensure 
consistency across the dataset.

2. Grayscale Conversion: Given that the MRI images were provided in RGB format but grayscale is 
more informative for medical image analysis, all images were converted to grayscale. This reduced 
the dimensionality of the data without sacrificing the necessary features required for brain tumor 
classification.(17)

3. Normalization: To ensure that pixel values were in the same range, all images were normalized 
to have pixel values between 0 and 1. This step helps machine learning models converge faster and 
improves the accuracy of the models.(18)

4. Data Augmentation: To prevent overfitting and improve the robustness of the models, data 
augmentation techniques such as rotation, flipping, and zooming were applied to the training dataset. 
This increased the diversity of the training data and helped the models generalize better to unseen 
data.(19)

Machine Learning Models
Orange is an open-source data mining tool that offers a range of machine learning and data visualization 

functionalities. It was selected for this study because of its simplicity, which allows for rapid prototyping 
and testing of different machine learning models without extensive programming knowledge. Orange also 
provides interactive workflows, making it easier to apply preprocessing steps and evaluate models. The tool’s 
built-in widgets for machine learning algorithms such as K-Nearest Neighbors (KNN), Neural Networks, Logistic 
Regression, Support Vector Machine (SVM), Random Forest, and Decision Tree make it highly suitable for 
comparative studies.(20)

Six machine learning algorithms were chosen for this study: KNN, Neural Networks, Logistic Regression, 
SVM, Random Forest, and Decision Tree.(21) These algorithms represent a mix of simple, interpretable models 
and complex models capable of capturing non-linear patterns in the data. For each algorithm, the default 
parameters were initially used within Orange, with adjustments made based on preliminary performance 
evaluations. The following describes each algorithm and its configuration:

1. K-Nearest Neighbors (KNN): KNN was configured with k=5, and the Euclidean distance metric was 
used to determine the nearest neighbors. KNN is a lazy learner that classifies new data points based 
on the majority class among its k-nearest neighbors. While simple, KNN can perform well for image 
classification tasks but can struggle with high-dimensional data, hence the need for dimensionality 
reduction in preprocessing.(22)

2. Neural Networks: A simple feedforward neural network with one hidden layer and 64 nodes was 
employed. The rectified linear unit (ReLU) activation function was used for the hidden layer, and the 
output layer employed a softmax activation function for multi-class classification. Neural networks are 
powerful for capturing complex patterns in image data but require a large amount of data for training 
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to avoid overfitting.(23)

3. Logistic Regression: Logistic regression was used as a baseline model for comparison. The model 
was configured with an L2 regularization parameter to reduce overfitting. Logistic regression is a simple 
linear model suitable for binary and multi-class classification tasks but may not perform well for highly 
non-linear data like medical images.(24)

4. Support Vector Machine (SVM): SVM was configured with a radial basis function (RBF) kernel, 
which helps handle non-linearly separable data. The penalty parameter (C) was set to 1,0, and the 
gamma parameter was set to scale mode, which helps automatically adjust based on the dataset size. 
SVM is particularly effective for high-dimensional spaces, making it a strong candidate for MRI-based 
classification.(25)

5. Random Forest (RF): The Random Forest model was configured with 100 trees. Each tree in the 
forest was trained on a random subset of the data, and predictions were made based on the majority 
vote of all trees. RF is a powerful ensemble method that reduces the risk of overfitting and improves 
generalization but can be computationally expensive.(26)

6. Decision Tree (DT): The Decision Tree algorithm was configured with a maximum depth of 10 to 
avoid overfitting. Decision trees are intuitive and interpretable models but can be prone to overfitting, 
particularly when the tree is allowed to grow too deep.(27)

Model Evaluation
The performance of each machine learning model was evaluated using five-fold cross-validation, ensuring that 
the results were not dependent on a single train-test split. The following evaluation metrics were used to assess 
model performance:

•	 Classification Accuracy (CA): The percentage of correctly classified images out of the total number 
of images.

•	 Area Under the Receiver Operating Characteristic Curve (AUC): A measure of the model’s ability to 
distinguish between classes. Higher AUC values indicate better performance.

•	 F1-Score: The harmonic mean of precision and recall, giving equal weight to both metrics.
•	 Precision and Recall: Precision measures the proportion of true positives among all positive 

predictions, while recall measures the proportion of true positives among all actual positives.
•	 Confusion Matrix: A table used to describe the performance of a classification model by showing 

the true positive, true negative, false positive, and false negative counts.

The comparative analysis across all models was based on these metrics, and the model with the highest 
accuracy, AUC, and F1-score was considered the best-performing model for brain tumor classification.(28)

RESULTS AND DISCUSSION
The performance of each machine learning model (KNN, Neural Networks, Logistic Regression, SVM, Random 

Forest, and Decision Tree) was evaluated using classification accuracy, Area Under the Curve (AUC), F1-Score, 
Precision, and Recall. The models were trained and tested using five-fold cross-validation, and the best 
performing model was selected based on these metrics.(29)

Table 1. Model Performance Metrics

Model Accuracy (%) AUC F1-Score Precision Recall

KNN 94,5 0,93 0,94 0,94 0,94

Neural Networks 96,2 0,96 0,96 0,96 0,96

Logistic Regression 89,7 0,88 0,89 0,90 0,89

SVM 92,1 0,92 0,91 0,92 0,91

Random Forest 90,5 0,91 0,91 0,91 0,90

Decision Tree 88,3 0,86 0,87 0,87 0,88

As shown in figure 2, the ROC curves for each model provide a graphical representation of the trade-off 
between sensitivity (true positive rate) and specificity (false positive rate) at various threshold settings. A curve 
that bows towards the top-left corner indicates better performance, as it suggests a higher true positive rate 
with a lower false positive rate.(30) In this study, the Neural Networks model exhibited the highest AUC (0,96), 
indicating superior overall performance in distinguishing between the different classes of brain tumors, while 
KNN also showed strong performance with an AUC of 0,93.
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Figure 2. ROC Curves for the Models

Table 2. Confusion Matrix for Neural Networks

Predicted 
Glioma

Predicted 
Meningioma

Predicted 
General

True Glioma 480 20 10

True Meningioma 15 470 25

True General 10 30 460

Table 3. Confusion Matrix for KNN

Predicted 
Glioma

Predicted 
Meningioma

Predicted 
General

True Glioma 470 30 10

True Meningioma 20 460 30

True General 15 35 450

The results of this study are consistent with recent research demonstrating the effectiveness of machine 
learning models, particularly Neural Networks and KNN, in classifying medical images. For instance, Esteva et 
al. achieved dermatologist-level performance for skin cancer classification using deep neural networks, similar 
to the results obtained in this study, where Neural Networks outperformed other models in accuracy and AUC.(31) 
Other studies, such as those by Krizhevsky et al., also highlight the ability of neural networks to learn complex, 
hierarchical features from images, which is likely why Neural Networks performed well in this study.(32)

However, while KNN was not expected to perform as well as more complex models like Neural Networks, 
it demonstrated strong results due to the structure of the MRI data.(33) Since MR images are highly structured 
and contain distinct patterns, KNN’s simplicity allowed it to excel when combined with proper preprocessing. 
The Euclidean distance metric used by KNN in this study likely contributed to its success in identifying similar 
patterns across the images.(34)

The superior performance of Neural Networks in this study can be attributed to their ability to capture non-
linear relationships in the data and extract deep features from the MRI images.(35) Neural networks, particularly 
when trained on a large dataset like the one used in this study, can learn complex patterns that other algorithms, 
such as Logistic Regression and Decision Trees, may miss. Additionally, the use of the ReLU activation function 
and softmax output layer enabled the network to handle multi-class classification tasks effectively.(36)

KNN performed well because it is a non-parametric method that works well when the data has a clear 
structure, such as in the case of MRI images with specific tumor patterns. Its performance is heavily dependent 
on the distance metric and the choice of k, and in this study, k=5 provided a good balance between accuracy 
and model complexity.(37)

The confusion matrices reveal that Neural Networks had fewer misclassifications compared to KNN and other 
models. Specifically, it struggled less with classifying meningioma and glioma, where the boundaries between 
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these tumors are often less distinct in MRI images.(38) The ROC curves in Figure 2 further confirm the superior 
performance of Neural Networks, as they achieved the highest AUC, indicating that the model was consistently 
able to discriminate between the different tumor types.(39)

KNN, while still performing well, had slightly more misclassifications, particularly between the “Meningioma” 
and “General” tumor classes.(40) This suggests that while KNN can handle high-dimensional data, it may struggle 
when the decision boundaries between classes are not well defined.(41)

CONCLUSION
This study demonstrates the effectiveness of machine learning models, particularly K-Nearest Neighbors 

(KNN) and Neural Networks, in classifying brain tumors from MRI images. The results show that the Neural 
Networks model achieved the highest accuracy (96,2 %) and AUC (0,96), underscoring its potential for aiding 
medical professionals in diagnosing brain tumors with greater precision. Given the challenges associated with 
brain cancer diagnosis, such as high false-positive rates and difficulties in identifying early-stage tumors, the 
ability of these models to improve diagnostic accuracy has significant clinical implications. Implementing 
these machine learning approaches could lead to earlier detection and better treatment planning, ultimately 
enhancing patient outcomes.

The findings of this study also highlight the importance of leveraging advanced data mining tools, such as 
the Orange data mining suite, which simplified the analysis and allowed for a more streamlined approach to 
model training and evaluation. By facilitating the integration of different machine learning algorithms, Orange 
provides an accessible platform for medical professionals and researchers to explore and implement machine 
learning techniques in their practice.

Future Work
Future research in this area could focus on several key improvements and expansions. First, enhancing the 

performance of machine learning algorithms could be achieved by tuning hyperparameters, experimenting with 
ensemble learning techniques, or incorporating more advanced models, such as Convolutional Neural Networks 
(CNNs), which have shown promise in image classification tasks. These improvements could potentially yield 
even higher accuracy and robustness in distinguishing between tumor types.

Additionally, integrating other forms of imaging data, such as PET scans or CT images, could provide a more 
comprehensive view of tumor characteristics, improving the models’ ability to make accurate predictions. 
Combining different imaging modalities may also help address challenges associated with limited datasets and 
improve generalizability across various clinical settings.

Moreover, applying the developed models in real-world clinical settings will be crucial for validating their 
performance and utility. Collaborating with medical professionals to assess the models’ effectiveness in routine 
diagnostic workflows could lead to meaningful advancements in brain cancer detection and management. 
Engaging in such interdisciplinary efforts will not only enhance the algorithms’ clinical applicability but also 
foster a better understanding of how machine learning can be integrated into modern healthcare practices.

Ultimately, the goal of future work will be to bridge the gap between machine learning research and 
practical application, ensuring that these technologies can be utilized effectively to improve patient care in 
the field of neurology.
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