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ABSTRACT

Support for one of the points of Sustainable Development Goals (SDGs), namely Zero Hunger, is by supporting 
sustainable agricultural empowerment. Indonesia is one of the countries with the fourth largest rice 
consumption according to the United States Department of Agriculture. 90 % of Indonesians consume rice 
as a staple food. In this study, we model paddy production in Indonesia using a semiparametric time series 
regression approach based on least square spline estimator (LSSE). Where spline is used to overcome data 
that tends to fluctuate in monthly paddy production data. Monthly data on paddy production in Indonesia 
over a certain period of time is used to build a model. The use of a semiparametric regression approach by 
combining parametric components and nonparametric components for analyzing factors that affect paddy 
production. In this study, the parametric component is paddy production in the previous period lag-1 and the 
nonparametric components are the potential area of crop failure and the generative area. For predicting 
paddy production in Indonesia using Semiparametric Time Series Regression Model (STSRM) approach based 
on LSSE, we determine the order and optimal knot points based on the smallest Generalized Cross Validation 
(GCV) value. The results of the study show that the Mean Absolute Percentage Error (MAPE) value of 18,05 
% is less than 20 %. It means that prediction of paddy production in Indonesia using STSRM based on LSSE is 
a good prediction.

Keywords: Sustainable Agriculture; Time Series; Semiparametric Regression; Least Square Spline Estimator.

RESUMEN

El apoyo a uno de los puntos de los Objetivos de Desarrollo Sostenible (ODS), a saber, Hambre Cero, pasa 
por apoyar la potenciación de la agricultura sostenible. Indonesia es uno de los países con el cuarto mayor 
consumo de arroz según el Departamento de Agricultura de Estados Unidos. El 90 % de los indonesios 
consumen arroz como alimento básico. En este estudio, modelizamos la producción de arroz con cáscara en 
Indonesia utilizando un enfoque semiparamétrico de regresión de series temporales basado en el estimador 
spline de mínimos cuadrados (LSSE). El spline se utiliza para superar los datos que tienden a fluctuar en los 
datos mensuales de producción de arroz. Los datos mensuales sobre la producción de arroz en Indonesia 
durante un cierto periodo de tiempo se utilizan para construir un modelo. El uso de un enfoque de regresión 
semiparamétrica mediante la combinación de componentes paramétricos y componentes no paramétricos
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para analizar los factores que afectan a la producción de arroz. En este estudio, el componente paramétrico 
es la producción de arroz en el periodo anterior lag-1 y los componentes no paramétricos son el área 
potencial de fracaso de la cosecha y el área generativa. Para predecir la producción de arroz en Indonesia 
utilizando el enfoque del Modelo de Regresión de Series Temporales Semiparamétricas (STSRM) basado en 
LSSE, determinamos el orden y los puntos de nudo óptimos basándonos en el menor valor de Validación 
Cruzada Generalizada (GCV). Los resultados del estudio muestran que el valor del Error Medio Porcentual 
Absoluto (MAPE) del 18,05 % es inferior al 20 %. Esto significa que la predicción de la producción de arroz en 
Indonesia utilizando STSRM basado en LSSE es una buena predicción.

Palabras clave: Agricultura Sostenible; Series Temporales; Regresión Semiparamétrica; Estimador Spline de 
Mínimos Cuadrados.

INTRODUCTION
One of the SDGs points in order to support community welfare according to the United Nation (UN) is Zero 

Hunger. Hunger is one of the problems in the world that affects Public Health. This hunger is caused by food 
stock insecurity, poor food quality, and waste.(1) According to the World Food Programme (WFP), the projected 
increase in human population will reach two billions people in 2050. However, in recent years there has been 
a downward trend in food production and in amount 8,9 % of the world’s population is in a state of hunger.(2) 
Therefore, food security has a very important role in achieving the Zero Hunger point. To achieve this, support 
is needed to empower sustainable agriculture.

Paddy is an important sector that dominates food production in many countries, including Indonesia. 
The majority of Indonesian people consume rice as a staple food.(3) According to the Badan Pangan Nasional 
(Bapanas), Indonesian people’s rice consumption in 2023 reached 81,23 kg/capita/year. Meanwhile, the need 
for rice for household consumption reached 22,64 million tons per year in 2023. Ideally, rice consumption 
should be comparable to the paddy production produced in order to achieve food stock security. However, 
paddy production in Indonesia fluctuates over time depending on various factors that influence it.(4) One of the 
elements influencing the amount of paddy production is still a potential crop failure as an effect of climate 
change.(5) Apart from the potential for crop failure, the quality of the generative phase, including the size and 
health of the paddy plants, is also a factor that influences paddy production.(6) As the crucial nature of paddy 
production, precise and accurate predictions regarding paddy production are needed in order to plan and 
manage paddy production. 

Regression models are statistical methods used to explain the functional relationship between predictor and 
response variables. Semiparametric, parametric, and nonparametric regression models are used frequently. 
Parametric regression models are used if the modeling of the relationship between predictor variables and 
response variables is known. Furthermore, parametric regression needs fullfiled assumptions.(7) Research 
conducted by Ansharifar et al.(8) using a parametric regression approach to predict corn and soybean yields in 
the US. The COVID-19 case fatality rate in Nigeria was also predicted using parametric regression approaches.
(9) In contrast to the parametric regression approach, nonparametric regression does not require assumptions to 
be met.(10) If it is unknown where the predictor and response variables relate to each other, the nonparametric 
approach is used.(11) The curve in nonparametric regression is assumed to be contained in a certain function 
depending on the data used.(12,13) Semiparametric regression is a combination of parametric and nonparametric 
regression.(14) In the application of nonparametric and semiparametric regression, there are several smoothing 
techniques used, including: kernel,(15,16) local linear,(17,18,19,20) local polynomial,(21,22) spline,(23,24,25) penalized 
spline,(26,27) and fourier series.(28,29) 

The application of regression analysis does not only cover cross-section data, but also time series data. 
Time series data is data taken at certain intervals periodically, such as annual, monthly, or even daily data.(30) 
Classical linear models such Autoregressive (AR), Moving Average (MA), Autoregressive Moving Average (ARMA), 
and Autoregressive Integrated Moving Average (ARIMA) are usually employed for modeling time series data. 
Previous research was conducted by Tripathi et al.(31) and Kasthuri et al.(32) using ARIMA analysis in building a 
prediction model for Food Production. 

The development of research on time series data also applied to nonparametric and semiparametric 
approaches. Among them is research conducted by Ahmed et al.(33) and Fibiyani et al.(34) using local polynomial 
estimators to perform time series data analysis. By selecting of local linear estimators in time series regression 
analysis, both nonparametric and semiparametric, is also carried out by Li et al.(35) and Vilar et al.(36). On 
research conducted by Gao et al.(37), Yan et al.(38) and Cen et al.(39) also, use the kernel estimator to analyze 
time series research.

Spline is a smoothing technique that is widely used in both nonparametric and semiparametric approaches.
(40) Spline is considered capable of dealing with data patterns that tend to fluctuate by placing knot points 
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according to the value of the Generalized Cross Validation (GCV).(41,42) According to Lestari(43), the smallest GCV 
value is chosen to produce an optimal model.

This study aims to estimate Indonesian paddy production through implementing a STSRM based on LSSE. The 
results of this study are expected to be used as a prediction model for paddy production in Indonesia.

METHOD

Data Set and Research Variables 
The data in this study uses secondary data taken from the Badan Pusat Statistik (BPS) of Indonesia. The 

data in this study are monthly data from January 2018 to December 2023. In this study, the paddy production 
variable is used as the response variable. The predictor variables in this study are the paddy production in 
previous period lag-1 variable (yt-1) as a parametric component and the area of potential crop failure variable 
(z1t) and generative área variable (z2t) as nonparametric component.

Semiparametric Time Series Regression Model (STSRM) Based on Least Square Spline Estimator (LSSE) 
Given a STSRM as follows:(33)

Where:
Yt = response variable on the t-th data.
Xt =(X1t,..., Xpt) is a (nxp)-dimensional matrix of predictor variables on the t-th data.
β = (px1)-dimensional vector of regression coefficient.
f(Zt) = the unknown t-th nonparametric function.
ε = the t-th error. 

If the fuction of f(Zt) is estimated using function of spline with order p and knot points τ1,τ2,...,τk, function 
f(Zt) can be expressed as follows:

Where:

The knot point is a typical fusion point where the function’s or the curve’s behavioral pattern transforms. 
To get the best model, it is necessary to select the optimal knot point based on the smallest GCV value. The 
formula of GCV is as follows:(44)

Where λ=p,τ1,τ2,...,τk are smoothing parameter, p is order spline, τ is knot points, and A=Zλ(Zλ
TZλ)-1 Zλ

T.
The model in this research refers to the model described in equation (1) which has one nonparametric 

component, whereas in this research the model is developed by adding one nonparametric component and the 
parametric component is an autoregressive lag-1 of the response variable. The STSRM used in this research is 
as follows: 

 

Where yt is response variable on the t-th data; yt-1 is a parametric components in the previous period; z1t is 
the first nonparametric component on the t-th data; z2t is the second nonparametric component on the t-th 
data; and εt are random errors.
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This study produces a prediction model. Based on the MAPE value, an error level measurement is carried out 
to assess the model’s goodness of fit:(45)

MAPE accuracy categories are:

Table 1. Interpretation of MAPE Value

MAPE Value Interpretation

MAPE > 50 Inaccurate

20 < MAPE ≤ 50 Reasonable

10 < MAPE ≤ 20 Good Prediction

MAPE ≤ 10 High Accurate Prediction

RESULTS AND DISCUSSION
Paddy is a major commodity in many countries including Indonesia. Indonesia, which is an agricultural 

country, is one of the largest paddy producers. The development of paddy production in Indonesia tends to be 
stable every year. Paddy production in Indonesia tends to be high in certain months depending on the harvest 
period. Paddy production trend in Indonesia is depicted in figure 1.

Source: https://www.bps.go.id/ 
Figure 1. Trend of Paddy Production in Indonesia

Figure 2. The Board Trend of Potential Crop Failure in Indonesia
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Paddy production depends not only on the land area planted with paddy but also on other factors that can 
affect paddy production. Factors that affect paddy production include the area of ​​potential crop failure and the 
generative area. The area of ​​potential crop failure is obtained based on the area of ​​paddy plants that have the 
potential to fail or harvest less than 11 % of normal conditions, usually characterized by damaged or unsuitable 
land. The broad trend of potential crop failure in Indonesia in the last six years has tended to decrease, only 
at certain times there has been an increase. This is caused by pest attacks, extreme weather, or other causes. 
The broad trend of potential crop failure is depicted in figure 2.

Figure 3. The Trend of Generative Area

Figure 3 depicts trends in the condition of the generative area of ​​paddy plants in Indonesia. The generative 
phase can be used for potential harvest within the next one to three months. The generative area in Indonesia 
tends to be highest from January to April. This is in line with paddy production patterns which on average peak 
in March or April each year. The descriptive statistics of the variables used in this study are presented in the 
following table 2:

Table 2. Descriptive Statistic of Variables

Variable Min Max Mean Variance

Paddy Production 1620 9768 4605,514 4408349

Potential Area of ​​Crop Failure 5,66 70,41 21,46792 171,0787

Generative Area 284 2122 974,9861 204652,1

In analyzing paddy production predictions, paddy production in the previous period lag-1 is used as a 
reference in studying seasonal patterns and long-term trends. In this section, we present a scatter plot for 
the variable of paddy production in the previous period against the variable of current paddy production, the 
variable of the area of ​​potential crop failure against the variable of paddy production, and the variable of the 
area of ​​the generative phase against paddy production. All these plots are given in the figure 4 - figure 6:

Figure 4. Scatterplot for Paddy Production in Previous Period versus Paddy Production
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Figure 5. Scatter plot for Potential area of crop failure versus paddy production

Figure 6. Scatter plot for generative phase area versus paddy production

In figure 4 it can be seen that the relationship between paddy production in the previous period lag-1 and 
current paddy production follows a linear pattern, so that the variable of paddy production in the previous 
period becomes a parametric component. While in figure 5 and figure 6 the relationship pattern of the variable 
area of ​​potential crop failure and generative phase area to paddy production does not have a regular pattern 
so these two variables become nonparametric components. 

In this study, to obtain the model STSRM was carried out based on LSSE. The model was built based on the 
order and knot points obtained from the smallest GCV value. The determination of the order and knots based 
on the GCV value is presented in the following table 3:

Table 3. Estimation results using STSRM based on LSSE

Knot of Potential Area of Crop 
Failure Variable GCV Knot of Generative Area Variable GCV

12,55 3604436 604,5 1961573

18,065 3648827 951,5 1945256

27,085 3652928 1115,75 1971058

12,55 18,065 3734040 604,5 951,5 2015340

12,55 27,085 3720462 604,5 1115,75 2031887

18,065 27,085 3772785 951,5 1115,75 1936159

12,55 18,065 27,085 3843402 604,5 951,5 1115,75 2000303

Based on table 3, the smallest GCV value for potential area of failure variable is 1 knot point, which is 18 
065 with a GCV value of 3 648 827. For generative area variable, the smallest GCV value is 1 936 159 with 2 
knot points, which are 951,5 and 1115,75. So to build the model, a combination of one knot point is chosen for 
potential area of Failure variable and 2 knot points for generative area variable. The STSRM based on LSSE is 
as follows:
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Based on equation equation (7), the relationship between paddy production and paddy production in the 
previous period lag-1 can be explained in the following equation (8):

The relationship between paddy production is influenced by paddy production in the previous period lag-1. 
If f(z1t) and f(z2t) are considered constant, then yt and yt-1 have a positive relationship. By looking at equation 
(8) it can be explained that paddy production in the previous period increased by one unit, then current paddy 
production will increase by 0,7259 if f(z1t) and f(z2t) are considered constant.

The nonparametric function that explains the potential area of ​​crop failure variable can be expressed in 
equation (9):

Equation (9) can be explained as follows:

The paddy production variable is influenced by the potential for crop failure variable has negative relationship 
as explained in equation (10). If other variables are considered constant and the area of ​​potential crop failure 
is less than or equal to 12,55 thousand hectares and the potential for crop failure increases by one unit, then 
paddy production will decrease by 27 628 if other variables are assumed constant. If the potential for crop 
failure variable is more than 12,55 thousand hectares and increases by one unit, then paddy production will 
decrease by 26 913. This result is reinforced by research conducted by Agustiarini et al.(46) which states that 
the potential for crop failure will have an impact on reducing the quantity and quality of paddy production 
and causing losses to agricultural businesses. The potential for crop failure should be a focus of attention for 
the Indonesian government so that it can realize sustainable agriculture in order to increase paddy production. 
Focusing on reducing the potential area for crop failure can be done by improving soil quality. 

The nonparametric function that explains the generative area variable can be expressed in equation (11):

Equation (11) can be explained as follows:

In contrast to the relationship influenced by the potential crop failure variable, the generative area variable 
has a positive relationship to the paddy production variable. The relationship between variables is explained 
in equation (11). If other variables are assumed to be constant and the generative phase area is less than or 
equal to 951,5 thousand hectares and increases by one unit, then paddy production will increase by 28,39. 
If the generative area is between 951,5 to 1115,75, increases by one unit and other variables are considered 
constant, then paddy production will decrease by 37 717. Paddy production will increase by 30,41 if the 
generative area increases by one unit and is more than 1115,75 thousand hectares. The generative phase is 
an important phase in order to produce maximum rice production.(47,48) The generative phase is the paddy 
reproduction period, where important nutrients are needed that play a role in the health of paddy plants to 
produce maximum paddy harvests. 
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Figure 7 is the result of the estimation plot of the semiparametric regression model based on the least 
square spline estimator. Figure 4 shows the training data plot.

Figure 7. Plot of estimation result training data by STSRM based on LSSE

Based on figure 7, it can be seen that the plot produced by STSRM based on LSSE for training data described 
by the blue line is close to the actual value described by the black point. The same result is also explained in 
the plot of the STSRM based on LSSE for testing data depicted in figure 8.

Figure 8. Plot of estimation result testing data by STSRM based on LSSE

The goodness of fit of the model in this study was done by calculating MAPE. The results of the MAPE value 
calculation for training, testing, and overall data are explained in table 4:

Table 4. MAPE value of Estimation using STSRM based on LSSE

MAPE Criteria

training 18,82 % good prediction

testing 17,28 % good prediction

overall 18,05 % good prediction
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The training data is 60 observations or 83,3 % of the total data used in this research. Based on the MAPE 
criteria, the MAPE value estimated from the training data is 18,82 %, less than 20 %, which means the model 
is good prediction. MAPE value on testing data (16,67 % of total data) is 17,28 % also good prediction. For 
overall data, the MAPE value is 18,05 %, which means that the model is a good prediction. Hasil dari penelitian 
ini menjelaskan bahwa model regresi semiparametric based on LSSE dapat menjadi suatu alat analisis untuk 
melakukan prediksi seperti yang penelitian yang dilakukan oleh Marbun et al.(49). So, the model produced using 
STSRM based on LSSE in this research can be used as a reference for predicting paddy production in Indonesia. 
The government can determine policies that can be taken to increase paddy production in Indonesia in order 
to improve community welfare.

CONCLUSIONS
The prediction of paddy production in Indonesia using STSRM based on LSSE is a good prediction with MAPE 

value of 18,05 % is less than 20 %. Based on the estimated model, the relationship between paddy production 
and paddy production in the previous period lag-1 is positive. The variable potential area of ​​crop failure has a 
negative influence on paddy production, while the area of ​​generative area has a positive influence on paddy 
production. In order to meet food needs, the potential for crop failure can reduce paddy production, so the 
potential for crop failure can be a special concern for the Indonesian government. The generative phase is 
an important moment for rice plants in the process of producing quality paddy. Increasing the area of ​​the 
generative phase can increase the quality and quantity of paddy production. Prediction of paddy production in 
Indonesia can be used as support for one of the SDGs points, Zero Hunger.
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