
Detección de ictus hemorrágico a partir de tomografías computarizadas mediante 
comparación de modelos de aprendizaje automático

Data and Metadata. 2024; 3:.548
doi: 10.56294/dm2024.548

ORIGINAL

Detecting hemorrhagic stroke from computed tomographic scans using machine 
learning models comparison

Zaynab Boujelb1,2
  , Ahmed Idrissi2,3

 , Achraf Benba4
 , El Mahjoub Chakir1

 

ABSTRACT

Introduction: stroke is the most leading cause of death and disability worldwide, with hemorrhagic stroke 
being the most dangerous due to bleeding in the brain. To minimize the impacts, early detection is crucial for 
effective management and timely intervention. This is precisely the motivation behind our research, which 
aims to develop a reliable and rapid diagnostic support system. 
Method: in this study, the authors combined machine learning (ML) models to detect stroke using a dataset 
of computerized tomography (CT) images. The study was conducted on a real database containing CT images 
collected from Moroccan patients. The method used in data organization and preprocessing were performed, 
followed by feature extraction from each image, such as intensity, grayscale, and histogram characteristics. 
These extracted features were then compressed using several algorithms, including Principal Component 
Analysis (PCA). The processed data were fed into the most robust machine learning classifiers based on 
existing literature. 
Results: as a result, the XGBoost model achieved the highest classification accuracy, with 93 % precision, 
using a Leave-One-Subject-Out (LOSO) validation scheme. 
Conclusion: this study is a step forward in improving patient healthcare by enabling early detection, which 
could lead to timely, potentially life-saving interventions.
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RESUMEN

Introducción: el ictus es la principal causa de muerte y discapacidad en todo el mundo, siendo el ictus 
hemorrágico el más peligroso debido a la hemorragia cerebral. Para minimizar sus efectos, la detección 
precoz es crucial para un tratamiento eficaz y una intervención oportuna. Esta es precisamente la motivación 
de nuestra investigación, cuyo objetivo es desarrollar un sistema de ayuda al diagnóstico fiable y rápido. 
Método: en este estudio, los autores combinaron modelos de aprendizaje automático (ML) para detectar 
accidentes cerebrovasculares utilizando un conjunto de datos de imágenes de tomografía computarizada 
(TC). El estudio se realizó sobre una base de datos real que contenía imágenes de TC obtenidas de pacientes 
marroquíes. Se utilizó un método de organización y preprocesamiento de datos, seguido de la extracción de 
características de cada imagen, como la intensidad, la escala de grises y las características del histograma. A 
continuación, estas características extraídas se comprimieron mediante varios algoritmos, incluido el análisis
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de componentes principales (ACP). Los datos procesados se introdujeron en los clasificadores de aprendizaje 
automático más robustos basados en la bibliografía existente. 
Resultados: como resultado, el modelo XGBoost logró la mayor precisión de clasificación, con un 93 % de 
precisión, utilizando un esquema de validación Leave-One-Subject-Out (LOSO). 
Conclusiones: este estudio es un paso adelante en la mejora de la atención sanitaria de los pacientes 
al permitir la detección temprana, lo que podría conducir a intervenciones oportunas y potencialmente 
salvadoras de vidas.

Palabras clave: Accidentes Cerebrovasculares; Aprendizaje Automático; Asistencia Sanitaria; Tomografía 
Computarizada.

INTRODUCTION 
Strokes represent a critical medical emergency, being one of the leading causes of mortality and 

disability worldwide. Early and accurate diagnosis of strokes is crucial for improving clinical results and 
reducing sequelae. However, traditional diagnostic methods, which primarily rely on clinical analysis and 
medical imaging, can be limited by subjectivity and variability in human assessments. For the identification, 
description, and prognosis of acute strokes, including ischemic and hemorrhagic subtypes, neuroimaging is a 
crucial technique.(1,2)

Stroke, also known as a cerebrovascular accident (CVA), is a serious medical illness in which the blood 
flow to a portion of the brain is disrupted or diminished, depriving brain tissue of oxygen and vital nutrients, 
resulting in cell death. Strokes are primarily classified into two types: ischemic stroke, which accounts for 
approximately 85 % of cases and occurs when a blood clot obstructs an artery in the brain, and hemorrhagic 
stroke, which occurs when a blood vessel ruptures, resulting in bleeding in or around the brain. According to(6) 
intracerebral and subarachnoid hemorrhages are the two main types of hemorrhagic stroke; they are both 
acute arterial bleeding within the cranial cavity, but they differ in their underlying physiopathology. Depending 
on which part of the brain is affected, the illness can cause a variety of neurological abnormalities such as 
movement dysfunction, cognitive problems, and speech issues.(2,3,4,5) Over 16 million people worldwide suffer 
from stroke each year, making it one of the main causes of death and disability. Stroke also has a substantial 
financial impact on society and the healthcare system.(7) To mitigate the long-term effects of stroke, early 
detection and prompt medical care are crucial. This underscores the significance of sophisticated diagnostic 
technologies, such machine learning, in improving stroke outcomes.(8)

Stroke tops the list of diseases as the second most deadly diseases. In America, about 800 000 of 
citizens suffer a stroke each year, and over 5,5 million deaths annually.(9,10) For sure, half of stroke patients 
leaving permanently handicapped and disabled.(10) This disease has an impact economically and it costs 
over $34 billion yearly.(11) Moving to Maghreb countries, Morocco such an example for beating stroke 
disease, an epidemiological study revealed that 0,284 % of patients suffering from a stroke disease, with 
ischemic stroke (IS) constituting 70,9 % of all instances of stroke.(12) In a recent review of stroke, the 
most etiologies profiles were atherosclerosis and cardioembolic disease, the number of deaths that occur 
in Moroccans varied in the acute phase from 3 % to 13 %, and the three-month mortality ranged from 
4,3 % to 32,5 %. Otherwise, this study estimated the average annual direct cost of managing ischemic 
stroke to be $3674,32 per patient, with hospitalization costs being the largest component at $1415,06.
(13) However, during the last decade, impressive advancements and progress in imaging techniques have 
been accomplished in symptomatic strategies and therapeutic interventions aimed at mitigating the 
intense and impact of acute IS, especially with the improvement of revascularization techniques.(14) 

Despite technological advancements in medical imaging, diagnosing Cerebrovascular accidents (CVAs) 
remains a major challenge. Clinicians often need to make rapid decisions based on complex and sometimes 
ambiguous images, which can lead to diagnostic errors or delays in treatment. Therefore, it is imperative to 
develop more precise and automated tools to assist physicians in this critical task.(15) With the emergence 
of artificial intelligence (AI), new opportunities arise to alter medical diagnosis with accuracy, realistically, 
the AI methods and applications for imaging acute (CVAs) disease have been performed, involving tools for 
classification, quantification, monitoring and prediction. 

The objective of this work is to enhance the detection of hemorrhagic stroke and assist in diagnosis and 
reliability for clinicians. Hemorrhagic stroke is a critical condition that requires rapid and accurate diagnosis 
to improve patient outcomes. Current diagnostic methods can be time-consuming and prone to errors, which 
can delay treatment. This study aims to address these issues by providing fast and accurate analysis and 
interpretation of brain images using the CT scanner modality. Several machine learning algorithms with 
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different parameters were used, and a comparison was conducted to identify the most suitable one for this 
application. XGBoost demonstrated the highest accuracy, ensuring its applicability in neurology.

METHOD
The engagement of stroke prediction analysis is very important in the medical field because the timely and 

correct assessment of individuals at risk of stroke can greatly reduce the adverse effects of stroke. The use of 
machine learning has significantly improved the accuracy and reliability of predictive models. In this regard, 
this study aims to differentiate between healthy and stroke subjects from CT images using various image 
processing, dimensionality reduction and machine learning techniques. Each step, from organizing the data 
to analyzing the results, is crucial to achieving our goal. In the process of developing models, data becomes 
ready for us when it has been processed. There is a need for a preprocessed dataset and techniques of machine 
learning for carrying out the model construction. In addition, this study is a retrospective observational study 
aimed at comparing the performance of various machine learning models in detecting hemorrhagic stroke from 
computed tomographic (CT) scans. The study was conducted in accordance with the ethical standards of the 
institutional and national research committee and with the 1964 Helsinki declaration and its later amendments 
or comparable ethical standards. Consent was waived due to the retrospective nature of the study. All patient 
data were anonymized to ensure confidentiality.

The methodology followed in our study is schematized by a block diagram presented below (figure 1) with 
details.

Figure 1. Block diagram

Dataset
The stroke prediction dataset, was conducted at a Moroccan public hospital located in Rabat. The data 

collection and analysis were carried out between May 2024 and September 2024, which was gathered over 
the course of four months from 85 Moroccan patients, was used in the study. 266 distinct CT scans from new 
patients and the Picture Archiving and Communication System (PACS) are included in this data. In order to 
make processing and analysis easier, the initial step was to arrange all of the CT scans in a systematic manner. 
CT scans from figure 2 were divided into two groups: “NORMAL,” which included 22 healthy participants, and 
“SICK,” which is referred to as “MALADE” in figure 2 and included 63 patients with CVA diagnoses. In order to 
establish distinct labels for the classification model, each group consists of a collection of photos reflecting 
extremely different instances. These images are separated into 64 normal CT scans and sick patients, with 0 
denoting “NORMAL” and 1 denoting “SICK.”

The second step was folder structure, each main folder is made up of subfolders, with each subfolder 
representing a single subject. Each sub-folder can contain one or more CT images of the same subject (figure 
3). The diversity of images per subject provides a more complete representation of each patient’s condition. 
This subject-based organization is important to ensure consistent data analysis and to correctly apply cross-
validation (avoiding mixing images from the same subject between training and testing).
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Figure 2. Dataset organization

Figure 3. An example of sub-folder from database used, same patient with hemorrhagic stroke CT images (axial section)

Pre-processing
In this work used for stroke detection, pre-processing played a crucial role in preparing the data for machine 

learning models. It represents an important technique for improving the precision of the machine learning 
models by reducing noise, ensuring proper feature scaling, and optimizing the execution of algorithms.(18,19,20,21) 
Several preprocessing steps are implemented to prepare the data for modeling. All images were resized to a 
uniform size of 128x128 pixels. This standardizes the dimensionality of the images, making feature extraction 
simpler and avoiding problems associated with size variance. In addition, images were converted to grayscale 
to focus only on intensity information, which is relevant for brain tissue analysis. It also reduces the complexity 
of data without losing important information. 

Feature extraction
After pre-processing, a lot of information is still contained in the image or signal data. Feature extraction 

concentrate on choosing the best parts of the image that will enable the model to learn. Furthermore, it is 
a key step in transforming images into digital vectors that can be processed by classification models.(22,23) 
These could include edges, textures, shapes, or colors in an image. For each image, various features have 
been extracted to represent several aspects of the CT image. In our study, the authors focused on intensity 
characteristic, grayscale histogram, Local Binary Pattern (LBP), shape characteristics, signal to noise ratio 
(SNR) and edge-based features.

Intensity characteristic
One of the image fundamental properties is intensity, which is translated from pixels. In this context, it 

refers to how bright or dark a given point is. It is also an important characteristic in many image processing 
and computer vision problems. Algorithms can segment objects, detect objects, enhance the resolution of 
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images, analyze textures, and perform feature extraction suitable for machine learning applications by looking 
at the changes in intensity. The common intensity – based features are, mean, variance, standard deviation, 
histogram, moments and entropy. In addition, these features allow for the quantitative depiction of the image 
internal visual structure, which is very helpful in operations like edge detection, object recognition, and image 
classification.(24) Moreover, there is two main characteristics in our study which is the average intensity and the 
intensity standard deviation. In a CT scan, the average of all the pixels is reflective of the general luminosity of 
the image. This characteristic tells whether the image is on the lighter or darker side in general, which could 
be a measure of the variation in tissue density (e.g., dead tissue vs. normal tissue). Whereas, the standard 
deviation determines how spread out the intensities of the pixels are with respect to the mean. A high standard 
deviation values results reveals a high variability in intensity, usually caused by irregularities like lesions. This 
property assists greatly in detecting any abnormalities in tissues.

Grayscale histogram
A grayscale histogram is used in image analysis, which is a simplified profile of the distribution of pixel 

intensity that suggests information about the brightness, contrast, and texture of the image. This is why it is 
often utilized in many applications such as object detection, image splitting and sorting. A histogram almost 
for all intents and purposes points out the number of pixels that each possible intensity level has in the image, 
and in the process gives a precise overview of the intensity values contained in the image.(25) Whitin the 
scope of this study, the grayscale histogram is constructed for each image with 16 equal sized bins per image 
contributing to a gray range (0-255) division into 16 parts. The histogram describes distribution of the gray 
levels thus enabling texture description in general. For instance, given an image with a large block of high gray 
levels, one may imply that the structure is quite dense.

Local Binary Pattern (LBP)
LBP (Local Binary Patterns) is a method that is used to analyze and extract local patterns from an image. It 

refers to a commonly used metric for determining the texture of an image in the field of computer vision. The 
LBP technique has found quite a number of applications in texture classification, object detection and face 
recognition especially for its insensitivity to changes in light and ability to capture textures of the face.(26,27) 
LBP achieves this in this work by presenting the statistical information of the spatial structure of an image. For 
every pixel present in the image, LBP takes into account the neighboring values and creates a binary code for 
the corresponding defined pattern. As a result, it’s possible to numerically describe given textures in relations 
to repetitive and specific patterns for instance micro-Architecture of normal brain which is very important in 
identification of such pathology as micro-injuries.

Shape characteristics
The characteristics of shapes are a category of tools in image processing and pattern recognition that 

helps to define the shape of a certain object or region in an image. Such features include important details 
regarding the edges, outlines, and shape of the object in question. Such shape descriptors are extremely 
useful in applications including object recognition, classification, or segmentation, as they make it possible to 
differentiate between various shapes or structures contained in an image. Form features have a broad usage 
in medical imaging, in which they are also used to define the shape of tumors and other biological structures, 
and in image retrieval systems, which index objects according to their contours.(26) The two properties of this 
shape are area and perimeter, the area represents the number of pixels that belong to a detect region, such as 
a brain lesion. A large area may indicate a large damaged cerebral region, while a small one indicates a more 
localized zone. The second one is perimeter which is measure the length of a contour of the defined area and 
this provides clearer picture of the structure and its elaborateness. A cerebral region with much irregularities 
will have a perimeter that is larger than average which is indicative of certain pathologies.

Signal-to-noise ratio (SNR)
In the context of image processing, SNR is important due to the fact that excess noise can cover important 

aspects of the image, making information extraction very hard. SNR is also enhanced by the use of pre-
processing techniques such as filtering or using noise reduction algorithms. For instance, in medical imaging, 
one would aim to produce a high SNR for a clear depiction of internal body parts which allows for making 
more confident and easier decision. On the other hand, a low SNR means getting distorted images or worse 
signal quality, which can adversely affect detection and analysis, it also causes doubts and more chances of 
perceptional misinterpretation.(29) With high-SNR data, training machine learning models becomes easier as 
the trained features are more representative and therefore, generalize better across different tasks improving 
overall performance.

Furthermore, the signal-to-noise ratio is measured as the ratio of the average of the image to its standard 
deviation, in this study, SNR measures how well the useful information is present in CT scans of brain as 
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compared to the noise and it is directly affecting the accuracy, reliability, and clarity of the results.

Edge-based features 
Edge-based features refer to a section of image features that seek to understand the information within the 

images in terms of their boundaries and the edges present in that particular image. The changes in contrast 
that form edges are of great concern and are usually linked to object contouring, surface designs or texture 
variations among other things. Therefore, edge detection becomes one of the fundamental processes of image 
processing due to the fact that edges carry important information on the outline and shape of the objects 
present in the image.(27) In order to enhance the overall image quality of brain CT scans, a Sobel filter has been 
implemented to Extract Edges. The total values derived exemplifies the degree of sharpness or details in an 
image. For instance, an image that contains many intricate structures will yield a high sum, which realistically 
offers a great difference when comparing normal tissue (less details) with pathological tissues (more details).

Dimensionality reduction
Dimensionality is defined as the feature or variable count in a dataset. In most cases, when extracting the 

relevant features from the data, it is also necessary to reduce the dimensions of the dataset while preserving 
the essential content. Considering data with high-dimensional characteristics, it becomes much trivial to 
start the analysis because of having the “curse of dimensionality”, which simply results in increased costs of 
computation and reducing returns in the performance level of the model. Dimensionality reduction techniques 
in this respect are those that seek to reduce the dimensions of the data to the least number without losing 
a lot of information in the process. This is very important since it helps in enhancing the performance of the 
model as well as aiding the comprehension and representation of the data. Algorithms like principal component 
analysis (PCA) help to achieve dimensionality reduction by finding the prominent features of the data.(30,31,32) In 
adding, CT scan-derived brain image features have a lot of dimensions which can make it hard to train a model 
without falling into overfitting issues.

One of the popular techniques for reducing the dimensionality of the data is Principal Component Analysis 
(PCA). Principal components are linear combinations of the original variables, which are uncorrelated with 
each other, and are arranged in the decreasing order of variance explained by them. PCA can be evaluated by 
implementing algorithms such as eigen decomposition and SVD. Importantly, the principal components are also 
orthogonal which makes it even simpler in the interpretation and visualization of the results.(33,34,35,36,37,38)

These components maximize the variance of the data while reducing the number of dimensions. In this 
study, PCA was applied to retain 95 % of the total variance, thus simplifying the data while retaining its 
relevance for classification.

Kernel Principal Component Analysis (KPCA) can be treated as an advanced version of traditional PCA 
techniques as KPCA performs analysis on non-linear data structures of the given set. KPCA is extensively utilized 
for reducing dimensions, thus facilitating the understanding and handling of high dimensional datasets. It works 
well with data containing nonlinearities, such as images and complex scientific data.(38)

In this case, it employs kernel functions such as RBF which is a Gaussian, to map the data into a higher 
dimensional space where separation is easier. This is helpful especially in cases where features are not linearly 
related. Such as often observed in CT images, where complex structures are present.

Classification
Once dimensionality has been reduced, several classification algorithms have been used to differentiate 

between healthy and stroke subjects, like SVM, k-NN, Decision Tree, Random Forest, AdaBoost and XGBoost.
SVM (Support vector machines) is a supervised machine-learning algorithm for various classification and 

regression problems, relying on statistical learning theory, as well as on ideas from convex optimization.(39)

To identify suitable class boundaries, SVMs with various kernels: (linear, polynomial, RBF, sigmoid) were 
applied. The selection of kernel allows relationships between features to be either turned into linear or non-
linear as the case demands. For example, the RBF kernel is typically applied to data with complex distributions.

For, K-Nearest Neighbors (KNN) is a type of instance-based learning, where KNN takes a test sample and 
assigns its classification based on the classifications of training examples that are ‘close’ to the given test 
sample using a distance measure. This distance measure is typically the Euclidean distance, which is then used 
to find the k nearest training samples of the test instance and the class which is most common amongst those 
k nearest neighbor training samples is assigned to the test instance.(40,41,42) 

In this case, each observation for k-NN classification is classified based on its k-n neighbors, where the 
neighbors are defined in terms of distance from the observation. Different values of k (1, 3, 5, 7, 9) were 
examined to ascertain the performance of the model. It is a straightforward method; however, it can be 
affected by the number of dimensions, hence the importance of prior reduction before analysis.

A decision tree can be represented in a way similar to that of a tree in which each non-leaf node corresponds 
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to a conditional test concerning some attribute, every edge corresponds to the outcome of the test performed 
at the parent node and every terminal node is associated with a prediction or a class label.(43,44)

Moreover, various decision trees with the depths (3, 5, 10) were built. Recalling that in every node of the 
tree there is a feature question used to divide the data into two classes (our study). The higher the depth of the 
tree, the better its ability to model more complex relationships, but this may also be a cause of overlearning.

Passing to Random Forest which is a supervised learning algorithm, at the core, that evaluates a large 
number of decision trees created at training time – and gives prediction based on the class that is most frequent 
among them (classification) or on the average prediction made by all such trees (regression).(45,46,47) 

In essence, a Random Forest comprises multiple decision trees, which cast votes for the most probable 
classification. In our model, there have been implemented various numbers of trees (50, 100, 200). This 
approach is not prone to overlearning due to the number of trees that “democratize” for the result.

Regarding the two models, AdaBoost (Adaptative Boost) and XGBoost (Xtreme Gradient Boost), there are 
many differences between the two models on several properties such as: the mechanism, the strengths and 
limitations of each algorithm.

For AdaBoost, it combines numerous weak classifiers to build a strong classifier by iteratively modifying the 
weights of misclassified instances, prioritizing tough situations in following rounds. It is especially successful at 
minimizing bias and variance, making it useful for enhancing the performance of various base classifiers, such 
as neural networks and fuzzy inference systems. AdaBoost can be computationally demanding and may struggle 
with noisy data, but improvements such as GPU acceleration and noise-resistant versions have been developed 
to solve these concerns.(48,49) 

XGBoost is a prediction algorithm aimed at improving accuracy by building trees in a sequential manner 
one after another whereby each new tree corrects the consequences and faults of the precedent one. It so 
adds upon the performance by using a gradient boosting framework. XGBoost is famous for being very accurate 
and efficient it can manage large-scale data sets with complex models without any difficulties. It incorporates 
regularization techniques in order to tame this problem and is tolerant to various forms and types of data and 
their distributions.(50,51,52) Usage of XGBoost can however be effective boosting algorithm for classification tasks.

In this work, AdaBoost model is iteratively improved to correct flaws made by previous estimators. 
Performance was analyzed with 50 and 100 estimates. Conversely to XGBoost, which is evaluated with learning 
rates of 0,01, 0,1, and 0,2. The parameter known as the learning rate determines how quickly a model modifies 
its parameters. It is said that XGBoost can perform well on high-dimensional datasets and is robust to noise and 
outliers.

RESULTS 
In this study, kernel Principal Component Analysis (KPCA) was used as a feature selection method to compare 

different machine learning models, which were then evaluated using Leave-One-Subject-Out Cross-Validation 
(LOSO-CV) (figure 4). Intricate, non-linear correlations were extracted from the data using KPCA, providing 
a more sophisticated feature transformation than conventional PCA. The assessment guarantees that model 
performance is evaluated in a subject-independent manner by integrating LOSO-CV, offering insights on 
generalization across other subjects. This strategy is especially pertinent to domains where subject variability 
may affect model robustness, such as neurology and healthcare. The comparative analysis demonstrated 
that distinct models display differing degrees of susceptibility to feature transformation and cross-validation 
techniques, emphasizing the significance of choosing a model based on the task at hand.

The models were evaluated using the Leave-One-Subject-Out (LOSO) cross-validation method, which involves 
training on all subjects except one, and testing on the excluded subject. This approach uses one patient’s data 
(CT scans of hemorrhagic stroke) as a test set, while the other patients’ data are used for training, ensuring 
optimized results. This method ensures that each patient is adaptively used as a test set. Among all the 
tested models shown in table 2 and figure 5, XGBoost performed best with a learning rate of 0,2, achieving an 
accuracy of 93 %. This means that the model correctly classified 93 % of the subjects as normal or diseased. The 
remarkable sensitivity of 98 % means that 62 patients were correctly identified and only one patient was missed, 
demonstrating high accuracy in detecting stroke. The specificity of the model was 77 %, with 17 normal subjects 
correctly diagnosed. This high accuracy demonstrates the efficiency of XGBoost in managing complex data and 
capturing the relationships between features extracted from scanner images. Challenges in the medical field 
include the risk of misclassifying a diseased subject as normal, which can be dangerous. Another algorithm, 
k-NN (k=9), also showed a sensitivity of 98 %, but only 11 normal subjects were correctly diagnosed. The use of 
dimensionality reduction via PCA and Kernel PCA contributed to improved model performance by limiting noise 
and data complexity. XGBoost is widely recognized for its accuracy, speed, and versatility in various fields, 
including imaging in neurology, and it consistently ranks as one of the top-performing algorithms in machine 
learning.
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Figure 4. Comparison of machine learning models with kernel PCA selected features (LOSO/Cross Validation)

Table 1. Metrics of tested models

Classifier Accuracy Sensitivity (Recall) Specificity TP TN FP FN

SVM (Linear Kernel) 0,85 0,84 0,86 53 19 3 10

SVM (Poly Kernel) 0,89 0,95 0,73 60 16 6 3

SVM (RBF Kernel) 0,89 0,92 0,82 58 18 4 5

SVM (Sigmoid Kernel) 0,82 0,84 0,77 53 17 5 10

k-NN (k=1) 0,8 0,89 0,55 56 12 10 7

k-NN (k=3) 0,89 0,97 0,68 61 15 7 2

k-NN (k=5) 0,88 0,95 0,68 60 15 7 3

k-NN (k=7) 0,89 0,95 0,73 60 16 6 3

k-NN (k=9) 0,86 0,98 0,5 62 11 11 1

Decision Tree (Max Depth=3) 0,81 0,86 0,68 54 15 7 9

Decision Tree (Max Depth=5) 0,86 0,92 0,68 58 15 7 5

Decision Tree (Max Depth=10) 0,85 0,92 0,64 58 14 8 5

Random Forest (50 Trees) 0,88 0,95 0,68 60 15 7 3

Random Forest (100 Trees) 0,87 0,95 0,64 60 14 8 3

Random Forest (200 Trees) 0,87 0,97 0,59 61 13 9 2

AdaBoost (50 Estimators) 0,85 0,9 0,68 57 15 7 6

AdaBoost (100 Estimators) 0,87 0,94 0,68 59 15 7 4

XGBoost (LR=0,01) 0,91 1 0,64 63 14 8 0

XGBoost (LR=0,1) 0,89 0,97 0,68 61 15 7 2

XGBoost (LR=0,2) 0,93 0,98 0,77 62 17 5 1
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Figure 5. Confusion Matrix for XGBoost (LR=0,2)

DISCUSSION
The recent progression of AI and Machine Learning has revolutionized stroke imaging, detecting, segmenting, 

and classifying different types of strokes, more so in the case of ischemic and hemorrhagic strokes. By examining 
enormous datasets to find trends and enhance patient results, machine learning (ML) is transforming the 
diagnosis and prognosis of stroke. In their study of machine learning applications for stroke prediction, authors 
(16) emphasized methods like Random Forest (RF) and Support Vector Machines (SVM), which were shown to 
be the best in a number of studies. The evaluation divided 39 papers published between 2007 and 2019 into 
four categories: prognostication, diagnosis, treatment, and stroke prevention. SVM models produced the best 
accuracy, especially in assignments involving the diagnosis of strokes, where MRI and CT imaging were regularly 
used. In (7) and using clinical data from Bangladeshi hospitals, researchers used a weighted voting classifier 
that incorporated various machine learning models and achieved a 97 % accuracy in stroke prediction. Similar 
to this, in (8) researchers used a variety of algorithms, including Random Forest, Decision Trees, and Logistic 
Regression; Random Forest achieved an accuracy rate of 96 %. All of these researches show how machine 
learning (ML) can be used to identify strokes early on, choose the best course of treatment, and enhance long-
term patient outcomes. Advanced imaging methods and ensemble models yield better predictive performance.

The study conducted by researchers in (17) leveraged a database, which includes three datasets with 212 
stroke instances and a range of non-stroke examples (52, 69, 79). They employed the Naïve Bayes used for 
handling datasets with multiple attributes, J48 decision tree for classification based on rules derived from 
data, k-Nearest neighbors (K-NN) for classification based on feature similarity and Random Forest which is 
based on decision trees. The performance of the models was evaluated using metrics. The Random Forest and 
J48 algorithms achieved the highest accuracy of 99,8 %, while Naive Bayes achieved an accuracy of 85,6 %. The 
models demonstrated strong performance, particularly for classifying ischemic and hemorrhagic strokes, with 
k-NN and Random Forest models providing precise and reliable predictions. Otherwise, the authors in (8) have 
concluded that the Random Forest algorithm achieved the best performance in predicting strokes, with an 
accuracy of 96 %, followed by the Decision Tree classifier with 94 % accuracy, the Voting Classifier with 91 %, and 
Logistic Regression with 87 %. The authors used SMOTE (Synthetic Minority Over-sampling Technique) to handle 
the class imbalance in the dataset, which was necessary since only 249 rows indicated stroke, while 4861 rows 
did not. The Random Forest algorithm emerged as the most robust model, other models such as AdaBoost, 
SVM, or XGBoost models can be more precisive by using larger datasets. In (7) XGBoost model achieved a high 
prediction accuracy of 96 % which performed by dataset that contains 5,110 records of patients.

The current study showed that an XGBoost model achieved a classification accuracy of 93 %, sensitivity 
of 98 %, and specificity of 77 % in hemorrhagic stroke detection from CT scans. This is comparable to other 
studies like that of researchers using weighted voting classifier achieving a 97 % accuracy in stroke prediction 
using clinical data from Bangladesh hospitals. In another study Random Forest, an efficacy of 96 % is reported. 
The use of KPCA in our feature selection and LOSO-CV model evaluation here ensures strong and generalizable 
results. In contrast, the study by researchers using Naïve Bayes, J48, k-NN, and Random Forest achieved the 
highest accuracy of 99,8 % with Random Forest and J48. This shows the effect of advanced machine learning 
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techniques and feature selection methods in improving stroke diagnosis, with our study contribution on how 
XGBoost can be used in such an exercise.

CONCLUSIONS 
In summary, this study confirmed the effectiveness of machine learning algorithms, especially the XGBoost 

classifier, in improving the early diagnosis of hemorrhagic stroke with the use of CT scans. Through efficient 
construction of the dataset, preprocessing, and data dimensionality reduction, a satisfactory classification 
accuracy of 93 % was achieved, confirming the strength of the technique. The Leave-One-Subject-Out (LOSO) 
validation scheme used in the model further increases the reliability of the model. This method aims to aid 
stroke management by reducing time and increasing diagnostic accuracy, a key aspect that directly impacts 
patients’ clinical outcomes. Future perspectives may include dataset expansion and model improvement to 
achieve even higher accuracy and relevance in different clinical situations.
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