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ABSTRACT

Introduction: cloud computing is considered a remarkable paradigm shift in Information Technology 
(IT), offering scalable and virtualized resources to end users at a low cost in terms of infrastructure and 
maintenance. These resources offer an exceptional degree of flexibility and adhere to established standards, 
formats, and networking protocols while being managed by several management entities. However, the 
existence of flaws and vulnerabilities in underlying technology and outdated protocols opens the door for 
malicious network attacks.
Method: this study addresses these vulnerabilities by introducing a method for classifying attacks in 
Infrastructure as a Service (IaaS) cloud environments, utilizing machine learning methodologies within a 
digital forensics framework. Various machine learning algorithms are employed to automatically identify 
and categorize cyber-attacks based on metrics related to process performance. The dataset is divided into 
three distinct categories—CPU usage, memory usage, and disk usage—to assess each category’s impact on the 
detection of attacks within cloud computing systems.
Results: decision Tree and Neural Network models are recommended for analyzing disk-related features due 
to their superior performance in detecting attacks with an accuracy of 90 % and 87,9 %, respectively. Neural 
Network is deemed more suitable for identifying CPU behavior, achieving an accuracy of 86,2 %. For memory-
related features, K-Nearest Neighbor (KNN) demonstrates the best False Negative Rate (FNR) value of 1,8 %.
Discussion: our study highlights the significance of customizing the selection of classifiers based on the 
specific system feature and the intended focus of detection. By tailoring machine learning models to particular 
system features, the detection of malicious activities in IaaS cloud environments can be enhanced, offering 
practical insights into effective attack classification.
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RESUMEN

Introducción: la computación en la nube se considera un cambio de paradigma notable en las tecnologías 
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de la información (TI), ya que ofrece recursos escalables y virtualizados a los usuarios finales a un bajo costo 
en términos de infraestructura y mantenimiento. Estos recursos ofrecen un grado excepcional de flexibilidad 
y se adhieren a estándares, formatos y protocolos de red establecidos, al tiempo que son administrados 
por varias entidades de gestión. Sin embargo, la existencia de fallas y vulnerabilidades en la tecnología 
subyacente y protocolos obsoletos abre la puerta a ataques maliciosos a la red.
Método: este estudio aborda estas vulnerabilidades mediante la introducción de un método para clasificar los 
ataques en entornos de nube de Infraestructura como Servicio (IaaS), utilizando metodologías de aprendizaje 
automático dentro de un marco de análisis forense digital. Se emplean varios algoritmos de aprendizaje 
automático para identificar y categorizar automáticamente los ataques cibernéticos en función de métricas 
relacionadas con el rendimiento del proceso. El conjunto de datos se divide en tres categorías distintas 
(uso de CPU, uso de memoria y uso de disco) para evaluar el impacto de cada categoría en la detección de 
ataques dentro de los sistemas de computación en la nube.
Resultados: los modelos de árbol de decisiones y red neuronal se recomiendan para analizar las características 
relacionadas con el disco debido a su rendimiento superior en la detección de ataques con una precisión 
del 90 % y el 87,9 %, respectivamente. La red neuronal se considera más adecuada para identificar el 
comportamiento de la CPU, logrando una precisión del 86,2 %. Para las características relacionadas con la 
memoria, K-Nearest Neighbor (KNN) demuestra el mejor valor de tasa de falsos negativos (FNR) del 1,8 %.
Discusión: nuestro estudio destaca la importancia de personalizar la selección de clasificadores en función 
de la característica específica del sistema y el enfoque de detección previsto. Al adaptar los modelos 
de aprendizaje automático a características particulares del sistema, se puede mejorar la detección de 
actividades maliciosas en entornos de nube IaaS, lo que ofrece información práctica para una clasificación 
eficaz de los ataques.

Palabras clave: Nube; Análisis forense de la nube; Aprendizaje automático; Clasificadores; CPU; Ataque.

INTRODUCTION
Cloud computing has become a global technology that has transformed the way organizations store, process, 

and manage their data. However, with the increased reliance on cloud services, the risk of cyber-attacks 
has also risen significantly. To address this challenge, researchers have explored the use of machine learning 
techniques to automatically detect and classify cyber-attacks in cloud environments.(1) Cloud computing reduces 
equipment purchase and maintenance expenses by leveraging cloud infrastructure. Cloud storage companies 
use crucial security features like authentication, access control, and encryption to protect their systems and 
the data they manage. The large amount of data that is sent between companies and cloud service providers 
might result in deliberate breaches of critical information. The same characteristics that facilitate employee 
and IT system employment of online services also make it difficult for organizations to restrict unauthorized 
access.(2,3) Businesses utilizing cloud services face additional security risks due to open APIs and authentication. 
Hackers with advanced skills can access cloud systems without permission by using these vulnerabilities, which 
poses serious risks to data security. It is crucial that cloud security is applied correctly and kept up to date 
to reduce disruptions and unauthorized access. Cloud service providers must implement stringent security 
measures to protect their resources and data, guaranteeing the provision of trustworthy and secure services. 
Cloud providers’ incorporation of segmentation and isolation functions is essential for systems that support 
many users. 

The creation of a robust cloud security framework requires that data be organized according to the risks 
associated with it. Considering the diverse array of applications for cloud services, such as enterprise operations, 
software solutions, social networking, and business utilities, it is paramount to recognize and mitigate the 
potential risks involved.(4,5) To address these challenges, machine learning techniques are used to strengthen 
data management and security protocols.(6) Machine learning, for example, can be used to create sophisticated 
intrusion detection systems that instantly recognize and react to questionable activity. Large datasets are 
analysed by these systems to find trends and anomalies that might point to a security breach.(7)

The present study examines the efficacy of using process-level performance metrics, such as CPU usage, 
memory usage, and disk usage, to detect and classify cyber-attacks in cloud computing. The paper commences 
by surveying the existing literature on the application of both machine learning and non-machine learning 
approaches to addressing security threats in the cloud domain. It then delves into the proposed methodology, 
which involves the utilization of various machine learning algorithms to analyze the performance metrics and 
identify patterns indicative of cyber-attacks.

The findings of this study demonstrate the potential of leveraging machine learning techniques to enhance 
the security of cloud computing environments. The analysis of the dataset, which is divided into three categories 
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(CPU usage, memory usage, and disk usage), reveals the distinct impact of each metric on the detection and 
classification of cyber-attacks. The stud structure is organized as follows. Section II is the summarization of 
the previous work related to this study. Section III describes the proposed methodology that implements the 
machine learning algorithms, section IV presents the results evaluations. 

Related work
Recent efforts have focused on addressing the security problems of cloud computing using machine learning 

techniques. One notable study by D. C. Le et al.(8) discussed the challenges of insider threats which are the most 
expensive and difficult-to-detect forms of assault since insiders have access to a company’s networked systems 
and are familiar with its structure and security processes. Detecting insider malware has a set of challenges 
such the unbalanced data and behavioural drifts and shifts. Machine learning is used to analyze data at several 
levels of detail under realistic situations to identify harmful behaviors, especially malicious insider attacks. 
Random Forest achieved good detection performance and F-score with low false positive rates. Their proposed 
work achieved an accuracy of 85 % and a false positive rate of only 0,78 %.

One of the most recent studies;(9) developed a Cyber-Attacks detection technique that combines the 
Principal Component Analysis, the Fuzzy C-Means technique for cluster creation, and the deep learning-based 
AutoEncoder method for attack detection in the cloud environment. They used the CE-CIC-2018 dataset with 
seven different attack types. The proposed technique achieved an accuracy equal to 97,7 %.

Sarosh(10) came up with an intrusion detection infrastructure that hybridizes K – means algorithm to flow the 
network with Support vector machine for training the model. They used UNSW-NB15 dataset for evaluating the 
proposed work performance based on some evaluation metrics like accuracy, and average detection time. The 
proposed model outperformed individual machine learning models such as random trees and decision trees with 
an accuracy of 89,7 %.

Bhatta(11) explored the ability of four main supervised machine learning techniques (Naive Bayes, AdaBoost, K- 
Nearest Neighbours, and Random Forest) for detecting abnormal network traffic using the UNSW-NB15 dataset. 
they used accuracy, Precision, recall, and F-score for evaluation. The results indicated that the Random Forest 
classifier outperformed the rest three classifiers that were examined in this paper with an accuracy of 95 %, 
precision of 93 %, recall of 95 %, and F-score of 93 %.

AlSaleh(12) is concerned on detecting the effectiveness of a Bayesian-based Convolutional Neural Network 
(BaysCNN) model in detecting Distributed Denial of Service (DDoS). attacks. For evaluation, they used the 
CICDDoS2019 dataset with accuracy, reliability, and efficiency as performance metrics. For feature selection, 
they used Principal Component Analysis (PCA). Results showed that the BaysCNN model obtains an average 
accuracy equal to 99,66 %.

Bakro et al.(13) proposed a hybrid features selection method based on combining an Information Gain (IG), 
Chi-Square (CS), and Particle Swarm Optimization (PSO). For handling imbalance data, they used the Synthetic 
Minority Over-Sampling Technique (SMOTE), and Random Forest (RF) classifier for detecting attacks. The multi-
class classification scenarios outperformed the existing approaches with an accuracy exceeding 98 %.

Mayuranathan M et al.(14) developed an Intrusion Detection System (IDS) based on integrated Improved 
Heap Optimization (IHO) for data preprocessing, and Chaotic Red Deer Optimization (CRDO) for feature 
selection. They used a deep Kronecker neural network (DKNN) for detecting cloud attacks. The proposed model 
achievedaccuracy rates of 97,221 % for two Benchmark datasets called DARPA, and CSE-CICIDS2018.

METHOD
This section outlines the methodology used to develop an attack detection system in IaaS cloud environments. 

The proposed approach integrates cloud forensics and Machine Learning (ML) techniques within a digital forensic 
framework. The National Institute of Standards and Technology (NIST) defines Cloud computing forensic science 
as the utilization of scientific principles, technological methodologies, and established techniques to analyze 
previous cloud computing incidents by identifying, gathering, safeguarding, scrutinizing, interpreting, and 
documenting digital evidence.(15)

Cloud forensics plays a crucial role in cloud protection, representing a significant advancement in the field. 
The process of cloud forensics involves several stages, each with a clear and vital purpose. It helps identify the 
source of an attack and enhances overall security by focusing on effective attack detection. Two critical factors 
in cloud forensics are necessary: a high specific forecast rate, which means that a significant portion of the 
system’s forecasts accurately identify real security concerns, indicating high prediction accuracy.(16) And a low 
false positive detection rate.Our model categorizes data fragments as CPU, memory, or disk usage before being 
fed into classifiers. This categorization helps improve the accuracy and efficiency of the detection process. The 
proposed model for our methodology is divided into 4 phases as shown in figure 1.
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Figure 1. Proposed methodology

Virtual Machine (VM) Memory Acquisition
Forensic investigators obtain memory from virtual machines by creating snapshots by setting up a private 

cloud using an Intel® Core™ i5-4590 Processor, 12 GB of RAM, and 1 TB of HDD. The setup includes a KVM 
(Kernel-based Virtual Machine) type-1 hypervisor and OpenNebula as the cloud management platform. These 
snapshots capture the VM’s memory, which can then be analyzed to identify processes, open files, and network 
connections, which would help in understanding the state of the VM during normal operation and under attack.

Data Collection and Features Extraction
A wide range of cyberattacks was modeled to provide an extensive dataset. These included malware 

injections, unauthorized access attempts, and DDoS attacks. Every kind of attack was chosen to symbolize 
typical security risks that cloud infrastructures must contend with. The collected dataset includes 19,190 
instances with 44 attributes that were carefully categorized according to the known condition of the virtual 
machine (attack or normal). The features include various slopes of network, CPU, memory, and disk parameters, 
the features and their descriptions are listed in table 1. These attributes were categorized into three main 
categories: CPU, memory, and disk, as shown in table 2.

Table 1. Features and their descriptions

Feature Description Feature Description

VMID Virtual Machine Identifier UUID Universally Unique Identifier

dom Domain rxbytes slope Received Bytes Slope

rxpackets slope Received Packets Slope rxerrors slope Received Errors Slope

rxdrops slope Received Drops Slope txbytes slope Transmitted Bytes Slope
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txpackets slope Transmitted Packets Slope txerrors slope Transmitted Errors Slope

txdrops slope Transmitted Drops Slope timecpu slope CPU Time Slope

timesys slope System Time Slope timeusr slope User Time Slope

state slope State Slope memmax slope Maximum Memory Slope

mem slope Memory Slope cpus slope CPUs Slope

cputime slope CPU Time Slope memactual slope Actual Memory Slope

memswap in slope Memory Swap In Slope memswap out slope Memory Swap Out Slope

memmajor fault slope Major Memory Fault Slope memminor fault slope Minor Memory Fault Slope

memunused slope Unused Memory Slope memavailable slope Available Memory Slope

memusable slope Usable Memory Slope memlast update slope Last Update  Memory Slope

memdisk cache slope Disk Cache Memory Slope memhugetlb pgalloc slo peHugeTLB Page Allocation Slope

memhugetlb pgfail slope HugeTLB Page Fail Slope memrss slope RSS Memory Slope

vdard req slope VDA Read Requests Slope vdard bytes slope VDA Read Bytes Slope

vdawr reqs slope VDA Write Requests Slope vdawr bytes slope VDA Write Bytes Slope

vdaerror slope VDA Error Slope hdard req slope HDA Read Requests Slope

hdard bytes slope HAD Read Bytes Slope hdawr reqs slope HDA Write Requests Slope

hdawr bytes slope HAD Write Bytes Slope hdaerror slope HDA Error Slope

Label

Table 2. Categorization of features into CPU, memory, and 
disk usage

CPU Usage Memory Usage Disk Usage

timecpu slope memmax slope vdard req slope

timesys slope mem slope vdard bytes slope

timeusr slope memactual slope vdawr reqs slope

cpus slope memswap in slope vdawr bytes slope

cputime slope memswap out slope vdaerror slope

memmajor fault slope hdard req slope

memminor fault slope hdard bytes slope

memunused slope hdawr reqs slope

memavailable slope hdawr bytes slope

memusable slope hdaerror slope

memlast update slope

memdisk cache slope

memhugetlb pgalloc slope

memhugetlb pgfail slope

memrss slope

RESULTS AND DISCUSSION
In this section of the study, we intend to outline and examine the results that have been obtained from 

the three different categories that have been defined and investigated. The thorough analysis carried out 
here provides insightful information about the overall effectiveness and performance displayed by the novel 
approaches that have been proposed.

Classification
CPU Category

In the CPU category, 6 features have been extracted, and the new dataset split in this category consists of 
19190 instances, as shown in figure 2 and figure 3. Several classifiers were used in this study to evaluate their 
effectiveness. Decision Trees(17) were used with parameters like min samples leaf and min samples split, which 
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control the minimum sample size required for node splitting and leaf formation, respectively, and max depth, 
which limits the tree’s depth to avoid overfitting. The Support Vector Machines (SVM) algorithm aims to locate 
the ideal hyperplane, or decision boundary, in an N-dimensional space to separate data points belonging to 
distinct classes. The hyperplane tries to maintain the largest possible buffer between the nearest points of 
various classes.(18) Logistic Regression (LR) is a technique that uses a set of independent variables to estimate 
the likelihood of an event occurring, such as voting or not. Using the sigmoid function, which accepts input 
as independent variables and outputs a probability value between 0 and 1, logistic regression is employed for 
binary classification. For instance, with two classes, Class 0 and Class 1, an input falls into Class 1 if the logistic 
function value is higher than the threshold of 0,5; otherwise, it falls into Class 0. Since it is a continuation of 
linear regression and is primarily applied to classification problems, it is known as regression.(19)

Na¨ıve Bayes, like other ML algorithms, simulates the distribution of inputs within a specific class or category, 
with the benefit of being very fast.(20) The K-Nearest Neighbors (KNN) algorithm is used in supervised machine 
learning for both classification and regression tasks. This method is highly applicable in practical situations 
due to its non-parametric nature, indicating the absence of assumptions about data distribution.(21) Finally, 
the configuration of Neural Network Classification involved specifying hidden layer sizes, which indicates the 
number of neurons in each hidden layer.(22,34,35,36,37,38,39,40) Each of these classifiers possesses unique parameters 
that impact their performance and suitability for various data types. The proposed model was exported to the 
workspace on MATLAB® to perform the mentioned classifiers. The results for detecting attacks depending on 
the CPU features are shown in figure 4.

Table 3. CPU category

Status Instances

Attack 4612

Normal 14578

Total 19190

According to our unbalanced dataset and the results that we have. Precision and Recall are generally 
preferred over accuracy because they provide insights into the model’s performance specifically for the minority 
class, and since the attack status is the minority class we have chosen the FNR to calculate the Precision and 
Recall values, and the TPR to the majority class, which is the normal status in our case, to understand where 
the model might be misclassifying. To calculate the Precision, Recall, and F-score values, the equations [1 2 3] 
were used.

Table 4. Comparison of classifier performance for CPU

Classifiers Accuracy Error Rate 
Validation

TPR
(Normal)

FNR
(Normal)

TPR
(Attack)

FNR
(Attack) AUC

Decision Tree 88,20 % 11,80 % 96,30 % 3,70 % 62,70 % 37,30 % 91,95 %

Logistic Regression 85,90 % 14,10 % 99,70 % 0,30 % 42,20 % 57,80 % 85,19 %

Na¨ıve Bayes 85,70 % 14,30 % 99,50 % 0,50 % 42,10 % 57,90 % 80,50 %

SVM 86,20 % 13,80 % 99,70 % 0,30 % 43,60 % 56,40 % 87,16 %

KNN 85,80 % 14,20 % 98,70 % 1,30 % 45,00 % 55,00 % 71,80 %

Neural Network 86,20 % 13,80 % 98,70 % 1,30 % 46,80 % 53,20 % 88,40 %

The results are presented in table 5. The results show that the Decision Tree demonstrates notable efficacy 
in terms of precision when detecting attacks, indicating its capability to accurately recognize attacks with 
reduced False Positives. Conversely, the Neural Network displays a more equitable performance, showcasing 
increased recall for attacks and a slightly higher overall F-score. The Neural Network’s capacity to uphold high 
precision for regular instances while enhancing recall for attacks significantly positions it as a more resilient 
option overall, particularly in situations where both precision and recall hold paramount importance. Figures 2 
and 3 illustrate the results for all metrics for both attack and benign traffic.
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Table 5. Comparison of classifier performance with precision, Recall, and F-score for CPU

Classifiers Precision
(Normal)

Recall
(Normal)

F-score
(Normal)

Precision
(Attack)

Recall 
(Attack)

F-score
(Attack)

Decision Tree 72,1 % 96,3 % 82.%3 94,5 % 62,7 % 75,1 %

Logistic Regression 99,7 % 42,2 % 59,2 % 42,2 % 95,8 % 58,6 %

Na¨ıve Bayes 99,5 % 42,1 % 59,1 % 42,1 % 95.%8 58,5 %

SVM 99,7 % 43,6 % 60,5 % 43,6 % 94,4 % 60,0 %

KNN 98,7 % 45,0 % 61,6 % 45,0 % 95,0 % 60,9 %

Neural Network 98,7 % 46,8 % 63,2 % 46,8 % 94,8 % 62,4 %

The Receiver Operating Characteristic (ROC) curve along with the corresponding Area Under the Curve (AUC) 
metric can offer valuable insights into classifier performance, particularly in elucidating the balance between 
sensitivity (true positive rate) and 1-specificity (false positive rate). ROC curves serve to visually assess the 
trade-offs between sensitivity and specificity for various classifiers, where a classifier positioned closer to the 
top-left corner (exhibiting higher TPR and lower FPR) signifies superior overall performance. Within the realm 
of imbalanced datasets, ROC curves, and AUC metrics play a pivotal role in providing a more comprehensive 
understanding of a classifier’s ability to differentiate between classes, particularly the minority class (e.g., 
attacks) as shown in figure 4.

Figure 2. Metrics results for attack instances for CPU

Figure 3. Metrics results for normal instances for CPU
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Figure 4. ROC Curves for different classifiers for CPU phase

Memory Category
The dataset in this category consists of 18 features (table 2) and 19190 instances. In the classification phase, 

a classification leaner application is used to train models to classify data. Supervised machine learning has been 
explored using various classifiers. The classifiers that have been used in this experiment are the same those 
used in the previous phase. The proposed model was exported to the workspace on MATLAB® to perform the 
mentioned classifiers. The results for the detecting attacks depending on the Memory features are shown in 
figure 6. The results for other evaluation metrics for all classifiers are shown in table 7, and figure 5 illustrates 
the ROC curves for different classifiers.

Table 6. Comparison of classifier performance for memory features

Classifiers Accuracy Error Rate
Validation

TPR
(Normal)

FNR
(Normal)

TPR
(Attack)

FNR
(Attack) AUC

Decision Tree 66,10 % 33,90 % 54,20 % 45,80 % 77,00 % 23,00 % 68,30 %

Logistic Regression 65,50 % 34,50 % 49,50 % 50,50 % 79,90 % 20,10 % 64,60 %

Na¨ıve Bayes 65,60 % 34,40 % 49,90 % 50,10 % 79,90 % 20,10 % 66,30 %

SVM 65,50 % 34,50 % 49,50 % 50,50 % 79,90 % 20,10 % 64,40 %

KNN 60,20 % 39,80 % 18,30 % 81,70 % 98,20 % 1,80 % 58,20 %

Neural Network 66,00 % 34,00 % 54,30 % 45,70 % 76,70 % 23,30 % 68,15 %

Figure 5. ROC curves for different classifiers for memory phase
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Figures 6 and 7 illustrate that the most significant classifier in this phase is KNN due to its ability to correctly 
detect attack instances with TPR equal to 98,20 %. Also, it rarely misses an attack, which indicates the model 
is highly reliable in flagging true attack instances, minimizing the risk of undetected intrusions. This is very 
important in a cloud environment where security breaches can have significant consequences.

Figure 6. Metrics results for attack memory instances

Figure 7. Metrics results for normal memory instances

Table 7. Comparison of classifier performance with precision, recall, and F-score for memory phase

Classifiers
Precision
(Normal)

Recall
(Normal)

F-Score
(Normal)

Precision
(Attack)

Recall 
(Attack)

F-Score
(Attack)

Decision Tree 52,00 % 54,20 % 53,08 % 75,00 % 77,00 % 75,99 %

Logistic Regression 47,00 % 49,50 % 48,22 % 78,00 % 79,90 % 78,94 %

Na¨ıve Bayes 47,00 % 49,90 % 48,42 % 78,00 % 79,90 % 78,94 %

SVM 48,00 % 49,50 % 48,74 % 78,00 % 79,90 % 78,94 %

KNN 15,00 % 18,30 % 16,43 % 95,00 % 98,20 % 96,57 %

Neural Network 53,00 % 54,30 % 53,64 % 75,00 % 76,70 % 75,84 %

https://doi.org/10.56294/dm2025699

 9    Abuowaida S, et al

https://doi.org/10.56294/dm2025699


https://doi.org/10.56294/dm2025699

Disk Category
The dataset in this category consists of 11 features (as shown in table 8) and 19190 instances. The classifiers 

that have been used in this experiment are the same as those used in the previous phases. The proposed model 
was exported to the workspace on MATLAB® to perform the mentioned classifiers. The results for the detecting 
attacks depending on the Memory features are shown in figure 8, while the ROC curves are presented in figure 
8. Based on the evaluation metrics outlined in equations 1 2 3 equations, the performance of various classifiers 
for disk features is summarized in table 9. According to these and as presented in figure The insights are further 
illustrated in figure 9. In the realm of identifying disk-based anomalies and intrusions in cloud environments, 
the selection of a suitable classifier plays a pivotal role in enhancing performance. The assessment of different 
classifiers such as Decision Tree, Logistic Regression, Na¨ıve Bayes, SVM, KNN, and Neural Network yields 
valuable insights into their efficacy across diverse metrics like Accuracy, Precision, Recall, F-Score, and AUC.

Table 8. Comparison of classifier performance for disk features

Classifiers Accuracy Error Rate
Validation

TPR
(Normal)

FNR
(Normal)

TPR
(Attack)

FNR
(Attack) AUC

Decision Tree 90 % 10 % 96,40 % 3,60 % 69,70 % 30,30 % 89,50 %

Logistic Regression 84,90 % 15,10 % 98,80 % 1,20 % 40,90 % 59,10 % 78,60 %

Na¨ıve Bayes 62,40 % 37,60 % 53,80 % 46,20 % 89,70 % 10,30 % 86,90 %

SVM 80,10 % 19,90 % 92,30 % 7,70 % 41,60 % 58,40 % 67,60 %

KNN 82,00 % 18 % 80,30 % 19,70 % 87,60 % 12,40 % 83,90 %

Neural Network 87,90 % 12,10 % 96,30 % 3,70 % 61,20 % 38,80 % 85,20 %

Decision Tree and Neural Network display the highest accuracy overall, with Decision Tree achieving 90,00 
% and Neural Network achieving 87,90 %. These classifiers exhibit robust performance in detecting the normal 
class, characterized by high Precision, Recall, and F-Score. However, their performance in identifying attacks 
is moderate, as evidenced by lower Precision, Recall, and F-Score for the attack class.

Logistic Regression demonstrates outstanding performance in recognizing normal features with a Precision, 
Recall, and F-Score of 98,80 %.

When it comes to detecting attacks, Na¨ıve Bayes emerges as the top performer, achieving the highest 
Precision (89,70 %), Recall (89,70 %), and F-Score (89,70 %) for the attack class. Its robust performance in attack 
identification, coupled with a high AUC of 86,90 %, establishes it as a reliable choice in scenarios prioritizing 
attack detection. Nevertheless, its efficacy in normal class detection is comparatively lower, with Precision and 
Recall both at 53,80 %.

Figure 8. ROC Curves for Different Classifiers for Disk Phase

KNN also demonstrates proficiency in identifying attacks, with Precision (87,60 %), Recall (87,60 %), and 
F-Score (87,60 %) comparable to Na¨ıve Bayes. It delivers a balanced performance with a moderate AUC of 
83,90 %. However, KNN’s capability in detecting normal features is less effective when compared to Decision 
Tree and Neural Network.
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For the detection of normal features, Logistic Regression offers the highest Precision, Recall, and F-Score. 
This classifier proves highly adept at accurately pinpointing normal class features but shows less effectiveness 
in detecting attacks.

Neural Network also exhibits strong performance in normal class detection, boasting high Precision, Recall, 
and F-Score, while maintaining a balanced performance in attack detection.

Figure 9. Metrics results for disk instances

Table 9. Classifier performance metrics for disk features

Classifiers Precision
(Normal)

Recall
(Normal)

F-Score
(Normal)

Precision
(Attack)

Recall 
(Attack)

F-Score
(Attack)

Decision Tree 96,40 % 96,40 % 96,40 % 69,70 % 69,70 % 69,70 %

Logistic Regression 98,80 % 98,80 % 98,80 % 40,90 % 40,90 % 40,90 %

Na¨ıve Bayes 53,80 % 53,80 % 53,80 % 89,70 % 89,70 % 89,70 %

SVM 92,30 % 92,30 % 92,30 % 41,60 % 41,60 % 41,60 %

KNN 80,30 % 80,30 % 80,30 % 87,60 % 87,60 % 87,60 %

Neural Network 96,30 % 96,30 % 96,30 % 61,20 % 61,20 % 61,20 %

Comparing our results with previous studies
ML is a key component that improves cloud security by increasing the accuracy of threat detection and 

incident response capabilities.(41,42,43,44,45,46,47,48,49,50,51) Neural Networks (NNs) have demonstrated considerable 
improvements in system security by accurately detecting vulnerabilities in cloud environments. Moreover, 
machine learning based tactics provide proactive threat detection, automated incident handling, and flexible 
security protocols in dynamic cloud environments, reducing the mean time to detect security breaches and 
enhancing overall security effectiveness.(52,53,54,55,56,57,58) Compared to other research on cloud security attack 
detection as mentioned in table 10, our study adopts a more detailed strategy by segmenting the dataset 
into three groups to do a thorough examination of the most significant characteristics. Weconducted another 
experiment using all features without any categorization for features and it shows great accuracy rates—
typically 99,9 %. So, we look for the precise features that have a major influence on the research’s results. The 
study shows that Decision Trees and Neural Networks are the most effective classifiers for analyzing disk-related 
attributes by classifying the dataset because of their remarkable attack detection capabilities. Moreover, 
studies show that Neural Networks are the best choice for standard CPU identification.

The findings emphasize how important it is to use classifiers strategically to increase intrusion detection 
systems’ effectiveness in cloud computing environments. By emphasizing the effectiveness of feature-specific 
classifiers, this study provides a deeper understanding of how to optimise cloud security mechanisms against 
different types of attacks.
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Table 10. Summary of research results and methods used in cloud security studies

Reference Results Methods Used

Mohamed et al.(23) Machine learning improves cloud-based IoT security; for 
example, Convolutional Neural Networks achieve 98 % accuracy 
in threat detection, enhancing cloud system prevention, 
response, and recovery.

Convolutional Neural Networks, 
Random Forests, Decision Trees, 
and Support Vector Machines

Malaiyappan et 
al.(24)

According to the research study, machine learning improves 
cloud security by enabling automated incident response, 
adaptive security measures, and proactive threat detection, 
with accuracy of 95 %.

Random  Forest, Neural Network

Senthilkumar et 
al.(25)

Using the NSL-KDD dataset and XGBoost feature selection, the 
research combines Deep Learning and Support Vector Machine 
for Cloud Computing security, improving threat detection and 
outperforming alternative techniques.

SVM

Mamidi(26) By proactively identifying risks, analyzing patterns, forecasting 
future attacks, and bolstering authentication procedures, AI 
and machine learning improve cloud security and ultimately 
reinforce cloud infrastructure against changing cyber threats.

AI-driven techniques for threat 
detection

Vijayan et al.(27) In comparison to conventional techniques, the model for cloud 
security proposed in this research achieves high accuracy (99 %) 
and F-scores (98 %) in detecting cyber risks.

ACC value of 99 %, F-scores of 
98 %

Dhinakaran et 
al.(28)

High accuracy and threat detection rates can be attained by 
using advanced machine learning models, such as Random 
Forest, Deep Neural Networks, and reinforcement learning 
(Q-learning), to improve data security in cloud computing 
systems.

Random Forest: 95 %, Deep 
Neural Network: 97 % accuracy

Khatarkar et al.(29) The study suggests an Integrated Augmented Intelligence 
strategy to improve Cloud Network Security by using machine 
learning for Explainable AI, Real-time Incident Response, and 
Threat Detection.

A comprehensive comparative 
analysis is performed against six 
traditional methods

 Nasir et al.(30) Cloud security is improved by machine learning, specifically 
the Random-Forest-Classifier model, which achieves 99,88 % 
accuracy in intrusion detection, outperforming conventional 
techniques, and effectively handles changing cybersecurity 
threats.

R a n d o m - F o r e s t - C l a s s i f i e r 
achieved 99,88 % accuracy

Kavitha et al.(31) In this research, an Artificial Neural Network with simulated 
bee colony optimization is used to construct a Machine Learning 
model with 93,8 % accuracy for improving data security in cloud 
computing.

ANN algorithm with simulated 
bee colony achieves 93,8 % 
accuracy

Alla et al.(32) The study evaluated machine learning (KNN, SVM, DT, and LR) 
for cloud security anomaly detection, obtaining a high accuracy 
rate of 96,3 %.

Accuracy= 96,3 %, precision=93,8 
%, recall=95,2 %, F-score=95,9 %

This study The study takes a more granular approach by dividing the 
dataset into three categories to conduct an in-depth analysis 
of the most influential features.

DT, LR, Naive Bayas, SVM, KNN, 
NN

CONCLUSIONS
This study provides a comprehensive comparison of the performance of various machine learning classifiers 

in detecting attacks across distinct categories of system utilization: CPU, memory, and disk. The results reveal 
that classifier effectiveness varies significantly depending on the specific system feature under examination. This 
study underscores the importance of tailoring classifier selection to the specific system feature and detection 
objective. For instance, Decision Trees and Neural Networks demonstrate exceptional attack detection 
capabilities in disk feature analysis, while Neural Networks outperform others in typical CPU detection tasks. 
The findings highlight the critical role of strategically employing classifiers to enhance the efficiency of threat 
detection systems in cloud computing environments.
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